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Dyer conjecture and modern approaches to the arithmetic of elliptic curves.

Other very relevant books: Darmon’s Rational Points on Modular El-
liptic Curves.
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Chapter 1

The BSD Rank

Conjecture

This chapter explains the conjecture that Birch and Swinnerton-Dyer made
about ranks of elliptic curves (the BSD rank conjecture).

1.1. Statement of the BSD Rank Conjecture

An excellent reference for this section is Andrew Wiles’s Clay Math Insti-
tute paper [Wil00]. The reader is also strongly encouraged to look Birch’s
original paper [Bir71] to get a better sense of the excitement surrounding
this conjecture, as exemplified in the following quote:

“I want to describe some computations undertaken by my-
self and Swinnerton-Dyer on EDSAC by which we have
calculated the zeta-functions of certain elliptic curves. As
a result of these computations we have found an analogue
for an elliptic curve of the Tamagawa number of an al-
gebraic group; and conjectures (due to ourselves, due to
Tate, and due to others) have proliferated.”

An elliptic curve E over a field K is the projective closure of the zero
locus of a nonsingular affine curve

(1.1.1) y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6,

where a1, a2, a3, a4, a6 ∈ K. There is a simple algebraic condition on the ai

that ensures that (1.1.1) defines a nonsingular curve (see, e.g., [Sil92]).

An elliptic curve E has genus 1, and the set of points on E has a natural
structure of abelian group, with identity element the one extra projective
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2 1. The BSD Rank Conjecture

point at ∞. Again, there are simple algebraic formulas that, given two
points P and Q on an elliptic curve, produce a third point P + Q on the
elliptic curve. Moreover, if P and Q both have coordinates in K, then so
does P +Q. The Mordell-Weil group

E(K) = { points on E with coordinates in K }
of E over K plays a central role in this book.

In the 1920s, Mordell proved that if K = Q, then E(Q) is finitely gen-
erated, and soon after Weil proved that E(K) is finitely generated for any
number field K, so

(1.1.2) E(K) ≈ Zr ⊕ T,

where T is a finite group. Perhaps the chief invariant of an elliptic curve E
over a number field K is the rank, which is the number r in (1.1.2).

Fix an elliptic curve E over Q. For all but finitely many prime numbers
p, the equation (1.1.1) reduces modulo p to define an elliptic curve over the
finite field Fp. The primes that must be excluded are exactly the primes
that divide the discriminant ∆ of (1.1.1).

As above, the set of points E(Fp) is an abelian group. This group is
finite, because it is contained in the set P2(Fp) of rational points in the
projective plane. Moreover, since it is the set of points on a (genus 1) curve,
a theorem of Hasse implies that

|p+ 1 − #E(Fp)| ≤ 2
√
p.

The error terms

ap = p+ 1 − #E(Fp)

play a central role in almost everything in this book. We next gather to-
gether the error terms into a single “generating function”:

L̃(E, s) =
∏

p∤∆

(

1

1 − app−s + p1−2s

)

.

The function L̃(E, s) defines a complex analytic function on some right half
plane Re(s) > 3

2 .

A deep theorem of Wiles et al. [Wil95, BCDT01], which many consider

the crowning achievement of 1990s number theory, implies that L̃(E, s) can
be analytically continued to an analytic function on all C. This implies that
L̃(E, s) has a Taylor series expansion about s = 1:

L̃(E, s) = c0 + c1(s− 1) + c2(s− 1)2 + · · ·
Define the analytic rank ran of E to be the order of vanishing of L̃(E, s) as
s = 1, so

L̃(E, s) = cran
(s− 1)ran + · · · .
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The definitions of the analytic and Mordell-Weil ranks could not be more
different – one is completely analytic and the other is purely algebraic.

Conjecture 1.1 (Birch and Swinnerton-Dyer Rank Conjecture). Let E be
an elliptic curve over Q. Then the algebraic and analytic ranks of E are the
same.

This problem is extremely difficult. The conjecture was made in the
1960s, and hundreds of people have thought about it for over 4 decades.
The work of Wiles et al. on modularity in late 1999, combined with earlier
work of Gross, Zagier, and Kolyvagin, and many others proves the following
partial result toward the conjecture.

Theorem 1.2. Suppose E is an elliptic curve over Q and that ran ≤ 1.
Then the algebraic and analytic ranks of E are the same.

In 2000, Conjecture 1.1 was declared a million dollar millenium prize
problem by the Clay Mathematics Institute, which motivated even more
work, conferences, etc., on the conjecture. Since then, to the best of my
knowledge, not a single new result directly about Conjecture 1.1 has been
proved1. The class of curves for which we know the conjecture is still the
set of curves over Q with ran ≤ 1, along with a finite set of individual curves
on which further computer calculations have been performed (by Cremona,
Watkins, myself, and others).

“A new idea is needed.”
– Nick Katz on BSD, at a 2001 Arizona Winter School

And another quote from Bertolini-Darmon (2001):

“The following question stands as the ultimate challenge
concerning the Birch and Swinnerton-Dyer conjecture for
elliptic curves over Q: Provide evidence for the Birch and
Swinnerton-Dyer conjecture in cases where ords=1 L(E, s) > 1.”

1.2. The BSD Rank Conjecture Implies that E(Q) is

Computable

Proposition 1.3. Let E be an elliptic curve over Q. If Conjecture 1.1 is
true, then there is an algorithm to compute the rank of E.

Proof. By naively searching for points in E(Q) we obtain a lower bound
on r, which is closer and closer to the true rank r, the longer we run the
search. At some point this lower bound will equal r, but without using
further information we do not know when that will occur.

1Much interesting new work has been done on related conjectures and problems.



4 1. The BSD Rank Conjecture

As explained, e.g., in [Cre97] (see also [Dok04]), we can for any k

compute L(k)(E, 1) to any desired precision. Such computations yield upper

bounds on ran. In particular, if we compute L(k)(E, 1) and it is nonzero (to
the precision of our computation), then ran ≤ k. Eventually this method
will also converge to give an upper bound on ran, though again without
further information we do not know when our computed upper bound on
ran equals to the true value of ran.

Since we are assuming that Conjecture 1.1 is true, we know that r = ran,
hence at some point the lower bound on r computed using point searches
will equal the upper bound on ran computed using the L-series. At this
point, by Conjecture 1.1, we know the true value of r. �

Next we show that given the rank r, the full group E(Q) is computable.
The issue is that what we did above might have only computed a subgroup
of finite index. The argument below follows [Cre97, §3.5] closely.

The naive height h(P ) of a point P = (x, y) ∈ E(Q) is

h(P ) = log(max(numer(x),denom(x))).

The Néron-Tate canonical height of P is

ĥ(P ) = lim
n→∞

h(2nP )

4n
.

Note that if P has finite order then ĥ(P ) = 0. Also, a standard result is
that the height pairing

〈P,Q〉 =
1

2

(

ĥ(P +Q) − ĥ(P ) − ĥ(Q)
)

defines a nondegenerate real-valued quadratic form on E(Q)/tor with dis-
crete image.

Lemma 1.4. Let B > 0 be a positive real number such that

S = {P ∈ E(Q) : ĥ(P ) ≤ B}
contains a set of generators for E(Q)/2E(Q). Then S generates E(Q).

Proof. Let A be the subgroup of E(Q)/tor generated by the points in S.
Suppose for the sake of contradiction that A is a proper subgroup. Then
there is Q ∈ E(Q) \ A with ĥ(Q) minimal, since ĥ takes a discrete set of
values. Since S contains generators for E(Q)/2E(Q), there is an element
P ∈ S that is congruent to Q modulo 2E(Q), i.e., so that

Q = P + 2R,

for some R ∈ E(Q). We have R 6∈ A (since otherwise Q would be in A), so

ĥ(R) ≥ ĥ(Q) by minimality. Finally, since ĥ is quadratic and nonnegative,
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we have

ĥ(P ) =
1

2

(

ĥ(Q+ P ) + ĥ(Q− P ) − ĥ(Q)
)

≥ 1

2
ĥ(2R) − ĥ(Q)

= 2ĥ(R) − ĥ(Q) ≥ ĥ(Q) > B.

(Here we use that ĥ(P ) = 〈P, P 〉 and use properties of a bilinear form.) �

Proposition 1.5. Let E be an elliptic curve over Q. If Conjecture 1.1 is
true, then there is an algorithm to compute E(Q).

Proof. By Proposition 1.3 we can compute the rank r of E(Q). Note that
we can also trivially compute the subgroup E(Q)[2] of elements of order 2 in
E(Q), since if E is given by y2 = x3+ax+b, then this subgroup is generated
by points (α, β), where α is a rational root of x3 + ax + b. Thus we can
compute s = dimF2

E(Q)/2E(Q), since it is equal to r + dimE(Q)[2].

Run any search for points in E(Q) and use that ĥ is a nondegenerate
quadratic form to find independent points P1, . . . , Pr of infinite order. It is
easy to check whether a point P is twice another point (just solve a relatively
simple algebraic equation). Run through all subsets of the points Pi, and
if any subset of the Pi sums to 2Q for some point Q ∈ E(Q), then we
replace one of the Pi by Q and decrease the index of our subgroup in E(Q)
by a factor of 2. Because E(Q) is a finitely generated group, after a finite
number of steps (and including the 2-torsion points found above) we obtain
independent points P1, . . . , Ps that generate E(Q)/2E(Q).

Let C the the explicit bound of Cremona-Pricket-Siksek on the difference
between the naive and canonical height (i.e., for any P ∈ E(Q), we have

|h(P ) − ĥ(P )| < C). Let

B = max{ĥ(P1), . . . , ĥ(Ps)}.
Then by a point search up to naive height B + C, we compute a set that
contains the set S in Lemma 1.4. This set then contains generators for
E(Q), hence we have computed E(Q).

�

1.3. The Complex L-series L(E, s)

In Section 1.1 we defined a function L̃(E, s), which encoded information
about E(Fp) for all but finitely many primes p. In this section we define
the function L(E, s), which includes information about all primes, and the
function Λ(E, s) that also includes information “at infinity”.



6 1. The BSD Rank Conjecture

Let E be an elliptic curve over Q defined by a minimal Weierstrass
equation

(1.3.1) y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6.

A minimal Weierstrass equation in one for which the ai are all integers and
the discriminant ∆ ∈ Z is minimal amongs all discriminants of Weierstrass
equations for E (again, see [Sil92] for the definition of the discriminant of
a Weierstrass equation, and also for an explicit description of the allowed
transformations of a Weierstrass equation).

For each prime number p ∤ ∆, the equation (1.3.1) reduces modulo p to
define an elliptic EFp

over the finite field Fp. Let

ap = p+ 1 − #E(Fp).

For each prime p | ∆, we use the following recipe to define ap. If the singular
curve EFp

has a cuspidal singularity, e.g., is y2 = x3, then let ap = 0. If it

has a a nodal singularity, e.g., like y2 = x3 + x2, let ap = 1 if the slope of
the tangent line at the singular point is in Fp and let ap = −1 if the slope is
not in Fp. Summarizing:

ap =











0 if the reduction is cuspidal (“additive”),

1 if the reduction is nodal and tangent line is Fp-rational (“split multiplicative”)

−1 if the reduction is nodal and tangent line is not Fp-rational (“non-split multiplicative”)

Even in the cases when p | ∆, we still have

ap = p+ 1 − #E(Fp).

When E has additive reduction, the nonsingular points form a group iso-
morphic to (Fp,+), and there is one singular point, hence p + 1 points,
so

ap = p+ 1 − (p+ 1))) = 0.

When E has split multiplicative reduction, there is 1 singular point plus the
number of elements of a group isomorphic to (F∗

p,×), so 1 + (p − 1) = p
points, and

ap = p+ 1 − p = 1.

When E has non-split multiplicative reduction, there is 1 singular point plus
the number of elements of a group isomorphic (F∗

p2/F
∗
p,×), i.e., p+2 points,

and

ap = p+ 1 − (p+ 2) = −1.

The definition of the full L-function of E is then

L(E, s) =
∏

p|∆

1

1 − app−s
·
∏

p∤∆

1

1 − app−s + p · p−2s
. =

∞
∑

n=1

an

ns
.
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If in addition we add in a few more analytic factors to the L-function
we obtain a function Λ(E, s) that satisfies a remarkably simple functional
equation. Let

Γ(z) =

∫ ∞

0
tz−1e−tdt

be the Γ-function (e.g., Γ(n) = (n − 1)!), which defines a meromorphic
function on C, with poles at the non-positive integers.

Theorem 1.6 (Hecke, Wiles et al.). There is a unique positive integer N =
NE and sign ε = εE ∈ {±1} such that the function

Λ(E, s) = N s/2 · (2π)−s · Γ(s) · L(E, s)

extends to a complex analytic function on all C that satisfies the functional
equation

(1.3.2) Λ(E, 2 − s) = ε · Λ(E, s),

for all s ∈ C.

Proof. Wiles et al. prove that L(E, s) is the L-series attached to a modular
form (see Section ?? below), and Hecke proved that the L-series of a modular
form analytically continues and satisfies the given functional equation. �

The integer N = NE is called the conductor of E and ε = εE is called
the sign in the functional equation for E or the root number of E. One can
prove that the primes that divide N are the same as the primes that divide
∆. Moreover, for p ≥ 5, we have that

ordp(N) =











0, if p ∤ ∆,

1, if E has multiplicative reduction at p, and

2, if E has additive reduction at p.

There is a geometric algorithm called Tate’s algorithm that computes N in
all cases and ε.

Example 1.7. Consider the elliptic curve E defined by

y2 + y = x3 + 50x+ 31.

The above Weierstrass equation is minimal and has discriminant

−1 · 56 · 72 · 11.
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sage: e = EllipticCurve(’1925d’); e

Elliptic Curve defined by y^2 + y = x^3 + 50*x + 31 over Rational Field

sage: e.is_minimal()

True

sage: factor(e.discriminant())

-1 * 5^6 * 7^2 * 11

At 5 the curve has additive reduction so a5 = 0. At 7 the curve has split mul-
tiplicative reduction so a7 = 1. At 11 the curve has nonsplit multiplicative
reduction, so a11 = −1. Counting points for p = 2, 3, we find that

L(E, s) =
1

1−s
+

3

3−s
+

−2

4−s
+

1

7−s
+

6

9−s
+

−1

11−s
+

−6

12−s
+ · · ·

sage: [e.ap(p) for p in primes(14)]

[0, 3, 0, 1, -1, 4]

Corollary 1.8. Let E be an elliptic curve over Q, let ε ∈ {1,−1} be the
sign in the functional equation (1.3.2), and let rE,an = ords=1 L(E, s). Then

ε = (−1)rE,an .

Proof. Because Γ(1) = 1, we have ords=1 L(E, s) = ords=1 Λ(E, s). It thus
sufficies to prove the corollary with L(E, s) replaced by Λ(E, s). Note that

r = rE,an is the minimal integer r ≥ 0 such that Λ(r)(E, 1) 6= 0. By repeated
differentiation, we see that for any integer k ≥ 0, we have

(1.3.3) (−1)kΛ(k)(E, 2 − s) = ε · Λ(k)(s).

Setting s = 1 and k = r, and using that Λ(r)(E, 1) 6= 0, shows that (−1)r =
ε, as claimed. �

Conjecture 1.9 (The Parity Conjecture). Let E be an elliptic curve over
Q, let rE,an be the analytic rank and rE,alg be the algebraic rank. Then

rE,alg ≡ rE,an (mod 2).

Jan Nekovar has done a huge amount of work toward Conjecture 1.9; in
particular, he proves it under the (as yet unproved) hypothesis that X(E)
is finite (see Section 2.2 below).

1.4. Computing L(E, s)

In this section we briefly describe one way to evaluate L(E, s), for s real.
See [Dok04] for a more sophisticated analysis of computing L(E, s) and its
Taylor expansion for any complex number s.
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Theorem 1.10 (Lavrik). We have the following rapidly-converging series
expression for L(E, s), for any complex number s:

L(E, s) = N−s/2 · (2π)s · Γ(s)−1 ·
∞
∑

n=1

an · (Fn(s− 1) − εFn(1 − s))

where

Fn(t) = Γ

(

t+ 1,
2πn√
N

)

·
(√

N

2πn

)t+1

,

and

Γ(z, α) =

∫ ∞

α
tz−1e−tdt

is the incomplete Γ-function.

Theorem 1.10 above is a special case of a more general theorem that
gives rapidly converging series that allow computation of any Dirichlet series
∑

ann
s that meromorphically continues to the whole complex plane and

satisfies an appropriate functional equation. For more details, see [Coh00,
§10.3], especially Exercise 24 on page 521 of [Coh00].

1.4.1. Approximating the Rank. Fix an elliptic curve E over Q. The
usual method to approximate the rank is to find a series that rapidly con-
verges to L(r)(E, 1) for r = 0, 1, 2, 3, . . ., then compute L(E, 1), L′(E, 1),

L(2)(E, 1), etc., until one appears to be nonzero. Note that half of the

L(k)(E, 1) are automatically 0 because of equation (1.3.3). For more details,
see [Cre97, §2.13] and [Dok04].

In this section, we describe a slightly different method, which only uses
Theorem 1.10 and the definition of the derivative.

Proposition 1.11. Write

L(E, s) = cr(s− 1)r + cr+1(s− 1)r+1 + · · · .
with cr 6= 0. Then

lim
s→1

(s− 1) · L
′(E, s)

L(E, s)
= r.

Proof. Setting L(s) = L(E, s), we have

lim
s→1

(s− 1) · L
′(s)

L(s)
= lim

s→1
(s− 1) · rcr(s− 1)r−1 + (r + 1)cr+1(s− 1)r + · · ·

cr(s− 1)r + cr+1(s− 1)r+1 + · · ·

= r · lim
s→1

cr(s− 1)r + (r+1)
r cr+1(s− 1)r+1 + · · ·

cr(s− 1)r + cr+1(s− 1)r+1 + · · ·
= r.

�
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Thus the rank r is the limit as s → 1 of a certain (smooth) function.
We know this limit is an integer. But, for example, for the rank 4 curve

(1.4.1) y2 + xy = x3 − x2 − 79x+ 289

of conductor 234446 nobody has succeeded in proving that this integer limit
is 4. (We can prove that the limit is either 2 or 4 by using the functionality
equation (1.3.2) to show that the order of vanishing is even, then verifying

by computation that L(4)(E, 1) = 214.65233 . . . 6= 0.)

Using the definition of derivative, we approximate (s−1)L′(s)
L(s) as follows.

For |s− 1| small, we have

(s− 1)
L′(s)

L(s)
=
s− 1

L(s)
· lim

h→0

L(s+ h) − L(s)

h

≈ s− 1

L(s)
· L(s+ (s− 1)2) − L(s)

(s− 1)2

=
L(s2 − s+ 1) − L(s)

(s− 1)L(s)

In fact, we have

lim
s→1

(s− 1) · L
′(s)

L(s)
= lim

s→1

L(s2 − s+ 1) − L(s)

(s− 1)L(s)
.

We can use this formula in SAGE to “approximate” r. First we start
with a curve of rank 2.

sage: e = EllipticCurve(’389a’); e.rank()

2

sage: L = e.Lseries_dokchitser()

sage: def r(e,s): L1=L(s); L2=L(s^2-s+1); return (L2-L1)/((s-1)*L1)

sage: r(e,1.01)

2.00413534247395

sage: r(e,1.001)

2.00043133754756

sage: r(e,1.00001)

2.00000433133371

Next consider the curve y2 + xy = x3 − x2 − 79x+ 289 of rank 4:
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sage: e = EllipticCurve([1, -1, 0, -79, 289])

sage: e.rank()

4

sage: L = e.Lseries_dokchitser(100)

sage: def r(e,s): L1=L(s); L2=L(s^2-s+1); return (L2-L1)/((s-1)*L1)

sage: R = RealField(100)

sage: r(e,R(’1.01’))

4.0212949184444018810727106489

sage: r(e,R(’1.001’))

4.0022223745190806421850637523

sage: r(e,R(’1.00001’))

4.0000223250026401574120263050

sage: r(e,R(’1.000001’))

4.0000022325922257758141597819

It certainly looks like lims→1 r(s) = 4. We know that lims→1 r(s) ∈ Z,
and if only there were a good way to bound the error we could conclude
that the limit is 4. But this has stumped people for years, and probably it
is nearly impossible without a deep result that somehow interprets L′′(E, 1)
in a completely different way.
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1.5. The p-adic L-series

Fix2 an elliptic curve E defined over Q. We say a prime p is a prime of good
ordinary reduction for E if p ∤ NE and ap 6≡ 0 (mod p). The Hasse bound,
i.e., that |ap| < 2

√
p on implies that if p ≥ 5 then ordinary at p is the same

as ap 6= 0.

In this section, we define for each odd prime number p of good ordinary
reduction for E a p-adic L-function Lp(E, T ). This is a p-adic analogue of
the complex L-function L(E, s) about which there are similar analogue of
the BSD conjecture.

1.5.1. Hensel’s lemma and the Teichmuller lift. The following stan-
dard lemma is proved by Newton iteration.

Lemma 1.12 (Hensel). If f ∈ Zp[x] is a polynomial and β ∈ Z/pZ is a

multiplicity one root of f , then there is a unique lift of β to a root of f .

For example, consider the polynomial f(x) = xp−1 − 1. By Fermat’s
little theorem, it has p− 1 distinct roots in Z/pZ, so by Lemma 1.12 there
are p− 1 roots of f(x) in Zp, i.e., all the p− 1st roots of unity are elements
of Zp. The Teichmuller lift is the map that sends any β ∈ (Z/pZ)∗ to the
unique (p− 1)st root of unity in Z∗

p that reduces to it.

The Teichmuller character is the homomorphism

τ : Z∗
p → Z∗

p

obtained by first reducing modulo p, then sending an element to its Teich-
muller lift. The 1-unit projection character is the homomorphism

〈 • 〉 : Z∗
p → 1 + pZp

given by

〈x〉 =
x

τ(x)
.

1.5.2. Modular Symbol and Measures. Let

fE(z) =
∞
∑

n=1

ane
2πinz ∈ S2(Γ0(N))

be the modular form associated to E, which is a holomorphic function on
the extended upper half plane h ∪ Q ∪ {∞}. Let

ΩE =

∫

E(R)

dx

2y + a1x+ a3

∈ R

2This section is based on correspondence with Robert Pollack and Koopa Koo.
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be the real period associated to a minimal Weierstrass equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6

for E.

The plus modular symbol map associated to the elliptic curve E is the
map Q → Q given by sending r ∈ Q to

[r] = [r]E =
2πi

ΩE

(∫ i∞

r
fE(z)dz +

∫ i∞

−r
fE(z)dz

)

.

Question 1.13. Let E vary over all elliptic curve over Q and r over all
rational numbers. Is the set of denominators of the rational numbers [r]E
bounded? Thoughts: For a given curve E, the denominators are bounded
by the order of the image in E(Q) of the cuspidal subgroup of J0(N)(Q).
It is likely one can show that if a prime ℓ divides the order of the image of
this subgroup, then E admits a rational ℓ-isogeny. Mazur’s theorem would
then prove that the set of such ℓ is bounded, which would imply a “yes”
answer to this question. Also, for any particular curve E, one can compute
the cuspidal subgroup precisely, and hence bound the denominators of [r]E .

Let ap be the pth Fourier coefficient of E and note that the polynomial

x2 − apx+ p ≡ x(x− ap) (mod p)

has distinct roots because p is an ordinary prime. Let α be the root of
x2 −apx+p with |α|p = 1, i.e., the lift of the root ap modulo p, which exists
by Lemma 1.12.

Define a measure on Z∗
p by

µE(a+ pnZp) =
1

αn

[

a

pn

]

− 1

αn+1

[

a

pn−1

]

.

That µE is a measure follows from the formula for the action of Hecke
operators on modular symbols and that fE is a Hecke eigenform. We will
not prove this here3.

1.5.3. The p-Adic L-function. Define the p-adic L-function as a function
on characters

χ ∈ Hom(Z∗
p,C

∗
p)

as follows. Send a character χ to

Lp(E,χ) =

∫

Z∗
p

χ dµE .

We will later make the integral on the right more precise, as a limit of
Riemann sums (see Section 1.6).

3Add proof or good reference.
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Remark 1.14. For any Dirichlet character χ : Z/nZ → C, let L(E,χ, s) be
the entire L-function defined by the Dirichlet series

∞
∑

n=1

χ(n)an

ns
.

The standard interpolation property of Lp is that for any primitive Dirichlet
character χ of conductor pn (for any n), we have4

(1.5.1) Lp(E,χ) =

{

pn · g(χ) · L(E, χ̄, 1)/ΩE for χ 6= 1,

(1 − α−1)2L(E, 1)/ΩE if χ = 1,

where g(χ) is the Gauss sum:

g(χ) =
∑

a mod pn

χ(a)e
2πia
pn .

Note, in particular, that L(E, 1) 6= 0 if and only if Lp(E, 1) 6= 0.

In order to obtain a Taylor series attached to Lp, we view Lp as a p-adic
analytic function on the open disk

D = {u ∈ Cp : |u− 1|p < 1},
as follows. We have that γ = 1 + p is a topological generator for 1 + pZp.
For any u ∈ D, let ψu : 1 + pZp → C∗

p be the character given by sending
γ to u and extending by using the group law and continuity. Extend ψu to
a character χu : Z∗

p → C∗
p by letting χu(x) = ψu(〈x〉). Finally, overloading

notation, let

Lp(E, u) = Lp(E,χu).

Theorem 1.15. The function Lp(E, u) is a p-adic analytic function on D
with Taylor series about u = 1 in the variable T

Lp(E, T ) ∈ Qp[[T ]].

that converges on {z ∈ Cp : |z|p < 1}. (Note that Lp(E, u) = Lp(E, u− 1).)

It is Lp(E, T ) that we will compute explicitly.

Conjecture 1.16 (Mazur, Tate, Teitelbaum).

ordT Lp(E, T ) = rankE(Q).

Proposition 1.17. Conjecture 1.16 is true if ordT Lp(E, T ) ≤ 1.

4I copied this from Bertolini-Darmon, and I don’t trust it exactly yet, especially because the
line from Bertolini-Darmon for χ = 1 was wrong.
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Sketch of Proof. By Remark 1.14, we have ordT (Lp(E, T )) = 0 if and
only if

rE,an = ords=1 L(E, s) = 0.

Since the BSD rank conjecture (Conjecture 1.1) is a theorem when rE,an = 0,
Conjecture 1.16 is also known under the hypothesis that ordT (Lp(E, T )) = 0.

Recall that the BSD rank conjecture is also a theorem when rE,an = 1. It
turns out that the same is true of Conjecture 1.16 above. If ordT (Lp(E, T )) =
1, then a theorem of Perrin-Riou implies that a certain Heegner point has
nonzero p-adic height, hence is non-torsion, so by the Gross-Zagier theorem
rE,an = 1. Kolyvagin’s theorem then implies that rankE(Q) = 1. �

Remark 1.18. Mazur, Tate, and Teitelbaum also define an analogue of
Lp(E, T ) for primes of bad multiplicative reduction and make a conjecture.
A prime p is supersingular for E if ap ≡ 0 (mod p); it is a theorem of Elkies
[Elk87] that for any elliptic curve E there are infinitely many supersingular
primes p. Perrin-Riou, Pollack, Greenberg and others have studied Lp(E, T )
at good supersingular primes. More works needs to be done on finding a
definition of Lp(E, T ) when p is a prime of bad additive reduction for E.

Remark 1.19. A theorem of Rohrlich implies that there is some character
as in (1.5.1) such that L(E,χ, 1) 6= 0, so Lp(E, T ) is not identically zero.
Thus ordT Lp(T ) <∞.

1.6. Computing Lp(E, T )

Fix notation as in Section 1.5. In particular, E is an elliptic curve over Q,
p is an odd prime of good ordinary reduction for E, and α is the root of
x2 − apx+ p with |α|p = 1.

For each integer n ≥ 1, define a polynomial

Pn(T ) =

p−1
∑

a=1





pn−1−1
∑

j=0

µE

(

τ(a)(1 + p)j + pnZp

)

· (1 + T )j



 ∈ Qp[T ].

Recall that τ(a) ∈ Z∗
p is the Teichmuller lift of a.

Proposition 1.20. We have that the p-adic limit of these polynomials is
the p-adic L-series:

lim
n→∞

Pn(T ) = Lp(E, T ).

This convergence is coefficient-by-coefficient, in the sense that if Pn(T ) =
∑

j an,jT
j and Lp(E, T ) =

∑

j ajT
j , then

lim
n→∞

an,j = aj .
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We now give a proof of this convergence and in doing so obtain an upper
bound for |aj − an,j |.

For any choice ζr of pr-th root of unity in Cp, let χr be the Cp-valued
character of Z×

p of order pr which factors through 1 + pZp and sends 1 + p

to ζr. Note that the conductor of χr is pr+1.

Lemma 1.21. Let ζr be a pr-th root of unity with 1 ≤ r ≤ n− 1, and let χr

be the corresponding character of order pr+1, as above. Then

Pn(ζr − 1) =

∫

Z×

p

χr dµE

In particular, note that the right hand side does not depend on n.

Proof. Writing χ = χr, we have

Pn(ζr − 1) =

p−1
∑

a=1

pn−1−1
∑

j=0

µE

(

τ(a)(1 + p)j + pnZp

)

· ζj
r

=

p−1
∑

a=1

pn−1−1
∑

j=0

µE

(

τ(a)(1 + p)j + pnZp

)

· χ
(

(1 + p)j
)

=
∑

b∈(Z/pnZ)∗

µE (b+ pnZp) · χ(b)

=

∫

Z×

p

χ dµE .

In the second to the last equality, we use that

(Z/pnZ)∗ ∼= (Z/pZ)∗ × (1 + p(Z/pnZ))∗

to sum over lifts of b ∈ (Z/pnZ)∗ of the form τ(a)(1+p)j , i.e., a Teichmuller
lift times a power of (1+p)j . In the last equality, we use that χ has conductor
pn, so is constant on the residue classes modulo pn, i.e., the last equality is
just the Riemann sums definition of the given integral.

�

For each positive integer n, let wn(T ) = (1 + T )pn − 1.

Corollary 1.22. We have that

wn−1(T ) divides Pn+1(T ) − Pn(T ).

Proof. By Lemma 1.21, Pn+1(T ) and Pn(T ) agree on ζj−1 for 0 ≤ j ≤ n−1
and any choice ζj of pj-th root of unity, so their difference vanishes on every

root of the polynomial wn−1(T ) = (1 + T )pn−1 − 1. The claimed divisibility
follows, since wn−1(T ) has distinct roots. �
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Lemma 1.23. Let f(T ) =
∑

j bjT
j and g(T ) =

∑

j cjT
j be in O[T ] with O

a finite extension of Zp. If f(T ) divides g(T ), then

ordp(cj) ≥ min
0≤i≤j

ordp(bi).

Proof. We have f(T )k(T ) = g(T ). The lemma follows by using the defini-
tion of polynomial multiplication and the non-archimedean property of ordp

on each coefficient of g(T ). �

As above, let an,j be the jth coefficient of the polynomial Pn(T ). Let

cn = max(0,−min
j

ordp(an,j))

so that pcnPn(T ) ∈ Zp[T ], i.e., cn is the smallest power of p that clears the
denominator. Note that cn is an integer since an,j ∈ Q. Probably if E[p] is
irreducible then cn = 0 – see Question 1.13. Also, for any j > 0, let

en,j = min
1≤i≤j

ordp

(

pn

i

)

.

be the min of the valuations of the coefficients of wn(T ), as in Lemma 1.23.

Proposition 1.24. For all n ≥ 0, we have an+1,0 = an,0, and for j > 0,

ordp(an+1,j − an,j) ≥ en−1,j − max(cn, cn+1).

Proof. Let c = max(cn, cn+1). The divisibility of Corollary 1.8 implies that
there is a polynomial h(T ) ∈ Zp[T ] with

wn−1(T ) · pch(T ) = pcPn+1(T ) − pcPn(T )

and thus (by Gauss’ lemma) pch(T ) ∈ Zp[T ] since the right hand side of
the equation is integral and wn−1(T ) is a primitive polynomial. Applying
Lemma 1.23 and renormalizing by pc gives the result. �

For j fixed, en−1,j − max(cn+1, cn) goes to infinity as n grows since the
ck are uniformly bounded (they are bounded by the power of p that divides
the order of the cuspidal subgroup of E). Thus, {an,j} is a Cauchy and
Proposition 1.24 implies that that

ordp(aj − an,j) ≥ en−1,j − max(cn+1, cn).

Remark 1.25. Recall that presently there is not a single example where
we can provably show that ords=1 L(E, s) ≥ 4. Amazingly ordT Lp(E, T ) is
“computable in practice” because Kato has proved, using his Euler system
inK2, that rankE(Q) ≤ ordT Lp(E, T ) by proving a divisibility predicted by
Iwasawa Theory. Thus computing elements of E(Q) gives a provable lower
bound, and approximating Lp(E, T ) using Riemann sums gives a provable
upper bound – in practice these meet.





Chapter 2

The Birch and

Swinnerton-Dyer

Formula

2.1. Galois Cohomology

Galois cohomology is the basic language used for much research into alge-
braic aspects of the BSD conjecture. It was introduced by Lang and Tate in
1958 in [LT58]. This section contains a survey of the basic facts we will need
in order to define Shafarevich-Tate groups, discuss descent, and construct
Kolyvagin’s cohomology classes.

The best basic reference on Galois cohomology is chapters VII and X
of Serre’s Local Fields [Ser79] or the (very similar!) article by Atiyah and
Wall in Cassels-Frohlich [Cp86, Ch. IV]. See also the article by Gruenberg
in [Cp86, Ch. V] for an introduction to profinite groups such as Gal(Q/Q).
Since this section is only a survey, you should read one of the above two refer-
ences in detail, if you haven’t already. You might also want to read Chapter
1 of [CS00] by Coates and Sujatha, which contains an excellent summary
of more advanced topics in Galois cohomology, and Serre’s book Galois Co-
homology [Ser97] discusses many general advanced topics in depth. The
original article [LT58] is also well worth reading.

2.1.1. Group Cohomology. If G is a multiplicative group, the group ring
Z[G] is the ring of all finite formal sums of elements of G, with multiplication
defined using distributivity and extending linearly. Let A be an additive

19



20 2. The Birch and Swinnerton-Dyer Formula

group. We say that A is a G-module if A is equipped with a module structure
over the group ring Z[G].

Let AG be the submodule of elements of A that are fixed by G. Notice
that if A → B is a homomorphism of G-modules, then restriction defines a
homomorphism AG → BG, so A 7→ AG is a functor. In fact, it is a left-exact
functor:

Proposition 2.1. If 0 → A → B → C is an exact sequence of G modules,
then 0 → AG → BG → CG is also exact.

Definition 2.2 (Group Cohomology). The group cohomology Hn(G,A) is
by definition the right derived functors of the left exact functor A → AG.
These are the unique, up to canonical equivalence, functors Hn such that

• The sequence

0 → AG → BG → CG δ−→ H1(G,A) → · · · → Hn(G,A) → Hn(G,B) → Hn(G,C)
δ−→ Hn+1(G,A) →

is exact.

• If A is coinduced, i.e., A = Hom(Z[G], X) for X an abelian group,
then

Hn(G,A) = 0 for all n ≥ 1.

Remark 2.3. For those familiar with the Ext functor, we have

Hn(G,A) = Extn
Z[G](Z, A).

We construct Hn(G,A) explicitly as follows. Consider Z as a G-module,
equipped with the trivial G-action. Consider the following free resolution of
Z. Let Pi be the free Z-module with basis the set of i+1 tuples (g0, . . . , gi) ∈
Gi+1, and with G acting on Pi componentwise:

s(g0, . . . , gi) = (sg0, . . . , sgi).

The homomorphism d : Pi → Pi+1 is given by

d(g0, . . . , gi) =
i
∑

j=0

(−1)j(g0, . . . , gj−1, gj+1, . . . gi),

and P0 → Z is given by sending every element (g0) to 1 ∈ Z.

The cohomology groups Hi(G,A) are then the cohomology groups of the
complex Ki = HomZ[G](Pi, A). We identify an element of Ki with a function

f : Gi+1 → A such that the condition

f(sg0, . . . , sgi) = sf(g0, . . . , gi)

holds. Notice that such an f ∈ Ki is uniquely determined by the function
(of i inputs)

ϕ(g1, . . . , gi) = f(1, g1, g1g2, . . . , g1 · · · gi).
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The boundary map d : Ki → Ki+1 on such functions ϕ ∈ Ki is then
given explicitly by the formula

(dϕ)(g1, . . . , gi+1) = g1ϕ(g2, . . . , gi+1) +
i
∑

j=1

(−1)jϕ(g2, . . . , gjgj+1, . . . , gi+1)

+ (−1)i+1ϕ(g1, . . . , gi).

The group of n-cocycles is the group of ϕ ∈ Kn, as above are functions of n
variables such that dϕ = 0. The subgroup of n-coboundaries is the image of
Kn+1 under d. Explicitly, the cohomology group Hn(G,A) is the quotient
of the group group of n-cocycles modulo the subgroup of n-coboundaries.

When n = 1, the 1-cocycles are the maps G→ A such that

ϕ(gg′) = gϕ(g′) + ϕ(g),

and ϕ is a coboundary if there exists a ∈ A such that ϕ(g) = ga− a for all
g ∈ G. Notice that if G acts trivially on A, then

H1(G,A) = Hom(G,A).

2.1.2. The inf-res Sequence. Suppose G is a group and H is a normal
subgroup of G, and A is a G-module. Then for any n ≥ 0, there are natural
homomorphisms

res : Hn(G,A) → Hn(H,A)

and

inf : Hn(G/H,AH) → Hn(G,A)

Require that we view n-cocycles as certain maps on the n-fold product of
the group. On cocycles, the map res is obtained by simply restricting a
cocycle, which is a map Gi → A, to a map H i → A. The second map inf
is obtained by precomposing a cocycle (G/H)i → AH with the natural map
Gi → (G/H)i.

Proposition 2.4. The inf-res sequence

0 → H1(G/H,AH)
inf−→ H1(G,A)

res−−→ H1(H,A)

is exact.

Proof. See [Ser79, §VII.6]. �
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2.1.3. Galois Cohomology. Let K be a field and L a finite Galois ex-
tension of K, so the set of field automorphisms of L that fix K equals the
dimension of L viewed as a K-vector space.

For any Gal(L/K)-module A and any n ≥ 0, let

Hn(L/K,A) = Hn(Gal(L/K), A).

If M/L/K is a tower of Galois extensions of K and suppose Gal(M/K) acts
on A. Then inf defines a map

(2.1.1) Hn(L/K,AL) → Hn(M/K,A).

LetKsep denote a separable closure ofK and suppose A is a (continuous)
Gal(Ksep/K)-module. (Note – if K has characteristic 0, then a separable
closure is the same thing as an algebraic closure.) For any subfield L ⊂ Ksep

that contains K, let A(L) = AL. Let

Hn(K,A) = lim−→
L/K finite Galois

Hn(L/K,A(L)),

where the direct limit is with respect to the maps (2.1.1). We can think of
this direct limit as simply the union of all the groups, where we identify two
elements if they are eventually equal under some map (2.1.1).

One can prove (see [Cp86, Ch. V]) that changing the choice of sepa-
rable closure Ksep only changes Hn(K,A) by unique isomorphism, i.e., the
construction is essentially independent of the choice of seperable closure.
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2.2. The Shafarevich-Tate Group

In this section we discuss Galois cohomology of elliptic curves, introduce the
Kummmer sequence, define the Selmer group, the Shafarevich-Tate group
and dicuss descent and the Mordell-Weil theorem.

2.2.1. The Elliptic Curve Kummer Sequence. Let E be an elliptic
curve over a number field K. Consider the abelian group E(Q) of all points
on E defined over a fixed choice Q of algebraic closure of Q. Then A is a
module over Gal(Q/K), and we may consider the Galois cohomology groups

Hn(K,E), for n = 0, 1, 2, . . .

which are of great interest in the study of elliptic curves, especially for
n = 0, 1.

If L is a finite Galois extension of K, then the inf-res sequence, written
in terms of Galois chomology, is

0 → H1(L/K,E(L)) → H1(K,E) → H1(L,E).

For any positive integer n consider the homomorphism

[n] : E(Q) → E(Q).

This is a surjective homomorphism of abelian groups, so we have an exact
sequence

0 → E[n] → E
[n]−→ E → 0.

The associated long exact sequence of Galois cohomology is

0 → E(K)[n] → E(K)
[n]−→ E(K) → H1(K,E[n]) → H1(K,E)

[n]−→ H1(K,E) → · · · .
An interesting way to rewrite the begining part of this sequence is as

(2.2.1) 0 → E(K)/nE(K) → H1(K,E[n]) → H1(K,E)[n] → 0.

The sequence (2.2.1) is called the Kummer sequence associated to the elliptic
curve.

2.2.2. The Global-to-Local Restriction Maps. Let ℘ be a prime ideal
of the ring OK of integers of the number field K, and let K℘ be the com-
pletion of K with respect to ℘. Thus K℘ is a finite extension the field Qp

of p-adic numbers.

More explicitly, if K = Q(α), with α a root of the irreducible polynomial
f(x), then the prime ideals ℘ correspond to the irreducible factors of f(x)
in Zp[x]. The fields K℘ then correspond to adjoing roots of each of these
irreducible factors of f(x) in Zp[x]. Note that for most p, a generalization
of Hensel’s lemma (see Section 1.5.1) asserts that we can factor f(x) by
factoring f(x) modulo p and iteratively lifting the factorization.



24 2. The Birch and Swinnerton-Dyer Formula

We have a natural map Gal(Qp/K℘) → Gal(Q/K) got by restriction;

implicit in this is a choice of embedding of Q in Qp that sends K into Kv.

We may thus view Gal(Qp/K℘) as a subgroup of Gal(Q/K).

Let A be any Gal(Q/K) module. Then this restriction map induces a
restriction map on Galois cohomology

res℘ : H1(K,A) → H1(K℘, A).

Recall that in terms of 1-cocycles this sends a set-theoretic map (a crossed-
homomorphism) f : Gal(Q/K) → A to a map res℘(f) : Gal(Qp/K℘) → A.

Likewise there is a restriction map for each real Archimedian prime v,
i.e., for each embedding K → R we have a map

resv : H1(K,A) → H1(R, A).

Exercise 2.5. Let A = E(C) be the group of points on an elliptic curve
over R. Prove that H1(R, E) = H1(C/R, E(C)) is a group of order 1 or 2.

Exercise 2.6. Prove that for any Galois moduloe A and for all primes ℘
the kernel of res℘ does not depend on the choice of embedding of Q in Qp.
(See [Cp86, Ch. V]).

2.2.3. The Selmer Group. Let E be an elliptic curve over a number
field K. Let v be either a prime ℘ of K or a real Archimedian place (i.e.,
embedding K → R). As in Section 2.2.1 we also obtain a local Kummer
sequence

0 → E(Kv)/nE(Kv) → H1(Kv, E[n]) → H1(Kv, E)[n] → 0.

Putting these together for all v we obtain a commutative diagram:
(2.2.2)

0 // E(K)/nE(K) //

��

H1(K,E[n]) //

��

H1(K,E)[n] //

��

0

0 //
∏

v E(Kv)/nE(Kv) // ∏
v H1(Kv, E[n]) //

∏

v H
1(Kv, E)[n] // 0.

Definition 2.7. The n-Selmer group of an elliptic curve E over a number
field K is

Sel(n)(E/K) = ker

(

H1(K,E[n]) →
∏

v

H1(Kv, E)[n]

)

.

2.2.4. The Shafarevich-Tate Group and the Mordell-Weil Theo-

rem.
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Definition 2.8 (Shafarevich-Tate Group). The Shafarevich-Tate group of
an elliptic curve E over a number field K is

X(E/K) = ker

(

H1(K,E) →
∏

v

H1(Kv, E)

)

.

For any positive integer n, we may thus add in a row to (2.2.2):

0 // E(K)/nE(K) // Sel(n)(E/K) //
� _

��

X(E/K)[n] //
� _

��

0

0 // E(K)/nE(K) //

��

H1(K,E[n]) //

��

H1(K,E)[n] //

��

0

0 //
∏

v E(Kv)/nE(Kv) // ∏
v H1(Kv, E[n]) //

∏

v H
1(Kv, E)[n] // 0.

The n-descent sequence for E is the short exact sequence

(2.2.3) 0 → E(K)/nE(K) → Sel(n)(E/K) → X(E/K)[n] → 0.

Theorem 2.9. For every integer n the group Sel(n)(E/K) is finite.

Sketch of Proof. Let K(E[n]) denote the finite Galois extension of K ob-
tained by adjoining to K all x and y coordinates of elements of E(Q) of
order dividing n. The inf-res sequence for K(E[n])/K is

(2.2.4) 0 → H1(K(E[n])/K,E[n]) → H1(K,E[n]) → H1(K(E[n]), E[n]).

Because Gal(K(E[n])/K) and E[n] are both finite groups, the cohomology
group H1(K(E[n])/K,E[n]) is also finite.

Since Sel(n)(E/K) ⊂ H1(K,E[n]), restriction defines a map

(2.2.5) Sel(n)(E/K) → Sel(n)(E/K[n]).

The kernel of (2.2.5) is finite since it is contained in the first term of (2.2.4),

which is finite. It thus suffices to prove that Sel(n)(E/K[n]) is finite.

But

Sel(n)(E/K[n]) ⊂ H1(K[n], E[n]) ∼= Hom(Gal(Q/K[n]), E[n])).

So each element of Sel(n)(E/K[n]) determines (and is determined by) a
homomorphism Gal(Q/K[n]) → (Z/nZ)2. That that the fixed field of such
a homomorphism is a Galois extension of K[n] with Galois group contained
in (Z/nZ)2.

To complete the proof, one uses the theory of elliptic curves over local
fields to show that there is a finite set S of primes such that any such ho-
momorphism corresponding to an element of the Selmer group corresponds
to an extension of K[n] ramified only at primes in S. Then the two main
theorems of algebraic number theory — that class groups are finite and unit
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groups are finitely generated — together imply that there are only finitely
many such extensions of K[n].

�

Exercise 2.10. Prove the that E[n] is a finite Galois extension of K.

Theorem 2.11 (Mordell-Weil). The group E(Q) is finitely generated.

Proof. The exact sequence (2.2.3) with n = 2 and Theorem 2.9 imply that
E(Q)/2E(Q) is a finite group. Recall Lemma 1.4 which asserted that if B
is a positive real number such that

S = {P ∈ E(Q) : ĥ(P ) ≤ B}
contains a set of generators for E(Q)/2E(Q), then S generates E(Q). Since
E(Q)/2E(Q) is finite, it makes sense to define B to be the maximum of
the heights of arbitrary lifts of all the elements of E(Q)/2E(Q). Then the
corresponding set S generates E(Q). A basic fact about heights is that the
set of points of bounded height is finite, i.e., S is finite, so E(Q) is finitely
generated. �

2.2.5. Some Conjectures and Theorems about the Shafarevich-

Tate Group.

Conjecture 2.12 (Shafarevich-Tate). Let E be an elliptic curve over a
number field K. Then the group X(E/K) is finite.

Theorem 2.13 (Rubin). If E is a CM elliptic curve over Q with L(E, 1) 6=
0, then X(E/Q) is finite. (He proved more than just this.)

Thus Rubin’s theorem proves that the Shafarevich-Tate group of the
CM elliptic curve y2 + y = x3 − 7 of conductor 27 is finite.

Theorem 2.14 (Kolyvagin et al.). If E is an elliptic curve over Q with
ords=1 L(E, s) ≤ 1, then X(E/Q) is finite.

Kolyvagin’s theorem is proved in a completely different way than Rubin’s
theorem. It combines the Gross-Zagier theorem, the modularity theorem
that there is a map X0(N) → E, a nonvanishing result about the special
values L(ED, 1) of quadratic twists of E, and a highly original explicit study
of the structure of the images of certain points on X0(N)(Q) in E(Q).

Theorem 2.15 (Cassels). Let E be an elliptic curve over a number field
K. There is an alternating pairing on X(E/K), which is nondegenerate
on the quotient of X(E/K) by its maximal divisible subgroup. Moreover, if
X(E/K) is finite then #X(E/K) is a perfect square.
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For an abelian group A and a prime p, let A(p) denote the subgroup of
elements of p power order in A.

The following problem remains open. It helps illustrate our ignorance
about Conjecture 2.12 in any cases beyond those mentioned above.

Problem 2.16. Show that there is an elliptic curve E over Q with rank
≥ 2 such that X(E/Q)(p) is finite for infinitely many primes p.

2.3. The Birch and Swinnerton-Dyer Formula

“The subject of this lecture is rather a special one. I want
to describe some computations undertaken by myself and
Swinnerton-Dyer on EDSAC, by which we have calculated
the zeta-functions of certain elliptic curves. As a result of
these computations we have found an analogue for an elliptic
curve of the Tamagawa number of an algebraic group; and
conjectures have proliferated. [. . .] I would like to stress that
though the associated theory is both abstract and techni-
cally complicated, the objects about which I intend to talk
are usually simply defined and often machine computable;
experimentally we have detected certain relations between
different invariants, but we have been unable to approach
proofs of these relations, which must lie very deep.”

– Bryan Birch

Conjecture 2.17 (Birch and Swinnerton-Dyer). Let E be an elliptic curve
over Q of rank r. Then r = ords=1 L(E, s) and

(2.3.1)
L(r)(E, 1)

r!
=

ΩE · Reg(E) · #X(E/Q) ·∏p cp

#E(Q)2tor
.

Let

(2.3.2) y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6

be a minimal Weierstrass equation for E.

Recall from Section 1.5.2 that the real period ΩE is the integral

ΩE =

∫

E(R)

dx

2y + a1x+ a3

.

See [Cre97, §3.7] for an explanation about how to use the Gauss arithmetic-
geometry mean to efficiently compute ΩE .

To define the regulator Reg(E) let P1, . . . , Pn be a basis for E(Q) mod-
ulo torsion and recall the Néron-Tate canonical height pairing 〈 , 〉 from
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Section 1.2. The real number Reg(E) is the absolute value of the determi-
nant of the n×n matrix whose (i, j) entry is 〈Pi, Pj〉. See [Cre97, §3.4] for
a discussion of how to compute Reg(E).

We defined the group X(E/Q) in Section 2.2.4. In general it is not
known to be finite, which led to Tate’s famous assertion that the above
conjecture “relates the value of a function at a point at which it is not known
to be defined1 to the order of a group that is not known to be finite.” The
paper [GJP+05] discusses methods for computing #X(E/Q) in practice,
though no general algorithm for computing #X(E/Q) is known. In fact, in
general even if we assume truth of the BSD rank conjecture (Conjecture 1.1)
and assume that X(E/Q) is finite, there is still no known way to compute
#X(E/Q), i.e., there is no analogue of Proposition 1.3. Given finiteness
of X(E/Q) we can compute the p-part X(E/Q)(p) of X(E/Q) for any
prime p, but we don’t know when to stop considering new primes p. (Note
that when rE,an ≤ 1, Kolyvagin’s work provides an explicit upper bound on
#X(E/Q), so in that case X(E/Q) is computable.)

The Tamagawa numbers cp are 1 for all primes p ∤ ∆E , where ∆E is
the discriminant of (2.3.2). When p | ∆E , the number cp is a more refined
measure of the structure of the E locally at p. If p is a prime of additive
reduction (see Section 1.3), then one can prove that cp ≤ 4. The other
alternatives are that p is a prime of split or nonsplit multiplicative reduction.
If p is a nonsplit prime, then

cp =

{

1 if ordp(∆) is odd

2 otherwise

If p is a prime of split multiplicative reduction then

cp = ordp(∆)

can be arbitrarily large. The above discussion completely determines cp
except when p is an additive prime – see [Cre97, §3.2] for a discussion of
how to compute cp in general.

For those that are very familiar with elliptic curves over local fields,

cp = [E(Qp) : E0(Qp)],

where E0(Qp) is the subgroup of E(Qp) of points that have nonsingular
reduction modulo p.

For those with more geometric background, we offer the following con-
ceptual definition of cp. Let E be the Néron model of E. This is the unique,
up to unique isomorphism, smooth commutative (but not proper!) group

1When E is defined over Q it is now known that L(E, s) is defined overwhere.
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scheme over Z that has generic fiber E and satisfies the Néron mapping
property:

for any smooth group scheme X over Z the natural map

Hom(X, E) → Hom(XQ, E)

is an isomorphism.

In particular, note that E(Z) ∼= E(Q). For each prime p, the reduction
EFp

of the Néron model modulo p is a smooth commutative group scheme
over Fp (smoothness is a property of morphisms that is closed under base
extension). Let E0

Fp
be the identity component of the group scheme EFp

, i.e.,

the connected component of E0
Fp

that contains the 0 section. The component

group of E at p is the quotient group scheme

ΦE,p = EFp
/E0

Fp
,

which is a finite étale group scheme over Fp. Finally

cp = #ΦE,p(Fp).

2.4. Examples: The Birch and Swinnerton-Dyer Formula

In each example below we use SAGE to compute the conjectural order of
X(E/Q) and find that it appears to be the square of an integer as predicted
by Theorem 2.15.

2.4.1. Example: A Curve of Rank 0. Consider the elliptic curve E
with Cremona label 11a, which is one the 3 curves of smallest conductor.
We now compute each of the quantities in Conjecture 2.17. First we define
the curve E in SAGE and compute its rank:

sage: E = EllipticCurve(’11a’); E

Elliptic Curve defined by y^2 + y = x^3 - x^2 - 10*x - 20

over Rational Field

sage: E.rank()

0

Next we compute the number L(E, 1) to double precision (as an element of
the real double field RDF):

sage: L = RDF(E.Lseries(1)); L

0.253841860856

We next compute the real period:
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sage: Om = RDF(E.omega()); Om

1.26920930428

To compute
∏

cp we factor the discriminant of E. It turns at that only 11
divides the discriminant, and since the reduction at 11 is split multiplicative
the Tamagawa number is 5 = ord11(∆E).

sage: factor(discriminant(E))

-1 * 11^5

sage: c11 = E.tamagawa_number(11); c11

5

Next we compute the regulator, which is 1 since E rank 0.

sage: Reg = RDF(E.regulator()); Reg

1.0

The torsion subgroup has order 5.

sage: T = E.torsion_order(); T

5

Putting everything together in (2.3.1) and solving for the conjectural order
of X(E/Q), we see that Conjecture 2.17 for E is equivalent to the assertion
that X(E/Q) has order 1.

sage: Sha_conj = L * T^2 / (Om * Reg * c11); Sha_conj

1.0

2.4.2. Example: A Rank 0 curve with nontrivial Sha. Consider the
curve E with label 681b. This curve has rank 0, and we compute the con-
jectural order of #X(E/Q) as in the previous section:
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sage: E = EllipticCurve(’681b’); E

Elliptic Curve defined by y^2 + x*y = x^3 + x^2 - 1154*x - 15345

over Rational Field

sage: E.rank()

0

sage: L = RDF(E.Lseries(1)); L

1.84481520613

sage: Om = RDF(E.omega()); Om

0.81991786939

There are two primes of bad reduction this time.

sage: factor(681)

3 * 227

sage: factor(discriminant(E))

3^10 * 227^2

sage: c3 = E.tamagawa_number(3); c227 = E.tamagawa_number(227)

sage: c3, c227

(2, 2)

sage: Reg = RDF(E.regulator()); Reg

1.0

sage: T = E.torsion_order(); T

4

In this case it turns out that #X(E/Q) is conjecturally 9.

sage: Sha_conj = L * T^2 / (Om * Reg * c3*c227); Sha_conj

9.0

2.4.3. Example: A Curve of Rank 1. Let E be the elliptic curve with
label 37a, which is the curve of rank 1 with smallest conductor. We define
E and compute its rank, which is 1.

sage: E = EllipticCurve(’37a’); E

Elliptic Curve defined by y^2 + y = x^3 - x over

Rational Field

sage: E.rank()

1
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We next compute the value L′(E, 1). The corresponding function in SAGE

takes a bound on the number of terms of the L-series to use, and returns an
approximate to L′(E, 1) along with a bound on the error (coming from the
tail end of the series).

sage: L, error = E.Lseries_deriv_at1(200); L, error

(0.305999773834879, 2.10219814818300e-90)

sage: L = RDF(L); L

0.305999773835

We compute ΩE and the Tamagawa number, regulator, and torsion as above.

sage: Om = RDF(E.omega()); Om

5.98691729246

sage: factor(discriminant(E))

37

sage: c37 = 1

sage: Reg = RDF(E.regulator()); Reg

0.05111140824

sage: T = E.torsion_order(); T

1

Finally, we solve and find that the conjectural order of X(E/Q) is 1.

sage: Sha_conj = L * T^2 / (Om * Reg * c37); Sha_conj

1.0

2.4.4. Example: A curve of rank 2. Let E be the elliptic curve 389a of
rank 2, which is the curve of rank 2 with smallest conductor.

sage: E = EllipticCurve(’389a’); E

Elliptic Curve defined by y^2 + y = x^3 + x^2 - 2*x

over Rational Field

sage: E.rank()

2

Because the curve has rank 2, we use Dokchitser’s L-function package to
approximate L(2)(E, 1) to high precision:
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sage: Lser = E.Lseries_dokchitser()

sage: L = RDF(abs(Lser.derivative(1,2))); L

1.51863300058

We compute the regulator, Tamagawa numbers, and torsion as usual:

sage: Om = RDF(E.omega()); Om

4.98042512171

sage: factor(discriminant(E))

389

sage: c389 = 1

sage: Reg = RDF(E.regulator()); Reg

0.152460177943

sage: T = E.torsion_order(); T

1

Finally we solve for the conjectural order of #X(E/Q).

sage: Sha_conj = (L/2) * T^2 / (Om * Reg * c389)

sage: Sha_conj

1.0

We pause to emphasize that just getting something that looks like an
integer by computing

(2.4.1)
L(r)(E, 1)

r!
· #E(Q)2tor/(ΩE · Reg(E) ·

∏

cP )

is already excellent evidence for Conjecture 2.17. There is also a subtle and
deep open problem here:

Open Problem 2.18. Let E be the elliptic curve 389a above. Prove that
the quantity (2.4.1) is a rational number.

For curves E of analytic rank 0 it is easy to prove using modular symbols
that the conjectural order of X(E/Q) is a rational number. For curves with
analytic rank 1, this rationality follows from the very deep Gross-Zagier
theorem. For curves of analytic rank ≥ 2 there is not a single example in
which the conjectural order of X(E/Q) is known to be a rational number.

2.4.5. Example: A Rank 3 curve. The curve E with label 5077a has
rank 3. This is the curve with smallest conductor and rank 3.
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sage: E = EllipticCurve(’5077a’); E

Elliptic Curve defined by y^2 + y = x^3 - 7*x + 6

over Rational Field

sage: E.rank()

3

We compute L(E, s) using Dokchitser’s algorithm. Note that the order of
vanishing appears to be 3.

sage: E.root_number()

-1

sage: Lser = E.Lseries_dokchitser()

sage: Lser.derivative(1,1)

-5.63436295355925e-22

sage: Lser.derivative(1,2)

2.08600476044634e-21

sage: L = RDF(abs(Lser.derivative(1,3))); L

10.3910994007

That the order of vanishing is really 3 follows from the Gross-Zagier theorem,
which asserts that L′(E, 1) is a nonzero multiple of the Néron-Tate canonical
height of a certain point on E called a Heegner point. One can explicitly
construct this point2 on E and find that it is torsion, hence has height 0, so
L′(E, 1) = 0. That L′′(E, 1) = 0 then follows from the functional equation
(see Section 1.3). Finally we compute the other BSD invariants:

sage: Om = RDF(E.omega()); Om

4.15168798309

sage: factor(discriminant(E))

5077

sage: c5077 = 1

sage: Reg = RDF(E.regulator()); Reg

0.417143558758

sage: T = E.torsion_order(); T

1

Putting everything together we see that the conjectural order of X(E/Q)
is 1.

2This is not yet implemented in SAGE; if it were, there would be an example right here.
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sage: Sha_conj = (L/6) * T^2 / (Om * Reg * c5077)

sage: Sha_conj

1.0

Note that just as was the case with the curve 389a above, we do not know
that the above conjectural order of X(E/Q) is a rational number, since there
are no know theoretical results that relate any of the three real numbers
L(3)(E, 1), Reg(E/Q), and ΩE/Q.

2.4.6. Example: A Rank 4 curve. Let E be the curve of rank 4 with
label 234446b. It is likely that this is the curve with smallest conductor and
rank 4 (a big calculation of the author et al. shows that there are no rank
4 curves with smaller prime conductor).

sage: E = EllipticCurve([1, -1, 0, -79, 289]); E

Elliptic Curve defined by y^2 + x*y = x^3 - x^2 - 79*x + 289

over Rational Field

sage: E.rank()

4

We next compute L(E, 1), L′(E, 1), L(2)(E, 1), L(3)(E, 1), and L(4)(E, 1).

All these special values look like they are 0, except for L(4)(E, 1) which is
about 214, hence clearly nonzero. One can prove that L(E, 1) = 0 (e.g.,
using denominator bounds coming from modular symbols), hence since the
root number is +1, we have either rE,an = 2 or rE,an = 4, and of course
suspect (but cannot prove yet) that rE,an = 4.

sage: E.root_number()

1

sage: Lser = E.Lseries_dokchitser()

sage: Lser(1)

1.43930352980778e-18

sage: Lser.derivative(1,1)

-4.59277879927938e-24

sage: Lser.derivative(1,2)

-8.85707917856308e-22

sage: Lser.derivative(1,3)

1.01437455701212e-20

sage: L = RDF(abs(Lser.derivative(1,4))); L

214.652337502
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As above, we compute the other BSD invariants of E.

sage: Om = RDF(E.omega()); Om

2.97267184726

sage: factor(discriminant(E))

2^2 * 117223

sage: c2 = 2

sage: c117223 = 1

sage: Reg = RDF(E.regulator()); Reg

1.50434488828

sage: T = E.torsion_order(); T

1

Finally, putting everything together, we see that the conjectural order
of X(E/Q) is 1.

sage: Sha_conj = (L/24) * T^2 / (Om * Reg * c2 * c117223)

sage: Sha_conj

1.0

Again we emphasize that we do not even know that the conjectural order
computed above is a rational number.

It seems almost a miracle that L(4)(E, 1) = 214.65 . . ., ΩE = 2.97 . . .,
and Reg(E) = 1.50 . . . have anything to do with each other, but indeed they
do:

sage: L/24, 2*Om*Reg

(8.9438473959, 8.9438473959)

That these two numbers are the same to several decimal places is a fact,
independent of any conjectures.
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2.5. The p-adic BSD Conjectural Formula

Let E be an elliptic curve over Q and let p be a prime of good ordinary
reduction for E.

In Chapter 1 (see Theorem 1.15) we defined a p-adic L-series

Lp(E, T ) ∈ Qp[[T ]].

Conjecture 1.16 asserted that ordT Lp(E, T ) = rankE(Q). Just as is the
cases for L(E, s), there is a conjectural formula for the leading coefficient
of the power series Lp(E, T ). This formula is due to Mazur, Tate, and
Teitelbaum [MTT86].

First, suppose ordT Lp(E, T ) = 0, i.e., Lp(E, 0) 6= 0. Recall that the
interpolation property (1.5.1) for Lp(E, T ) implies that

Lp(E, 0) = εp · L(E, 1)/ΩE ,

where

(2.5.1) εp = (1 − α−1)2,

and α ∈ Zp is the unit root of x2 − apx + p = 0. Thus the usual BSD
conjecture predicts that if the rank is 1, then

(2.5.2) Lp(E, 0) = εp ·
∏

ℓ cℓ · #X(E/Q) · Reg(E)

#E(Q)2tor

Notice in (2.5.2) that since E(Q) has rank 0, we have Reg(E) = 1, so
there is no issue with the left hand side being a p-adic number and the right
hand side not making sense. It would be natural to try to generalize (2.5.2)
to higher order of vanishing as follows. Let L∗

p(E, 0) denote the leading
coefficient of the power series Lp(E, T ). Then

(2.5.3) L∗
p(E, 0)“ = ”εp ·

∏

ℓ cℓ · #X(E/Q) · Reg(E)

#E(Q)2tor
(nonsense!!).

Unfortunately (2.5.2) is total nonsense when the rank is bigger than 0. The
problem is that Reg(E) ∈ R is a real number, whereas εp and L∗

p(E, 0) are
both p-adic numbers.

The key new idea needed to make a conjecture is to replace the real-
number regulator Reg(E) with a p-adic regulator Regp(E) ∈ Qp. This new
regulator is defined in a way analogous to the classical regulator, but where
many classical complex analytic objects are replaced by p-adic analogues.
Moreover, the p-adic regulator was, until recently (see [MST06]), much
more difficult to compute than the classical real regulator. We will define
the p-adic number Regp(E) ∈ Qp in the next section.
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Conjecture 2.19 (Mazur, Tate, and Teitelbaum). Let E be an elliptic curve
over Q and let p be a prime of good ordinary reduction for E. Then the rank
of E equals ordT (Lp(E, T )) and

(2.5.4) L∗
p(E, 0) = εp ·

∏

ℓ cℓ · #X(E/Q) · Regp(E)

#E(Q)2tor
,

where εp is as in (2.5.1), and the p-adic regulator Regp(E) ∈ Qp will be
defined below.

Remark 2.20. There are analogous conjectures in many other cases, e.g.,
good supersingular, bad multiplicative, etc. See [SW07] for more details.

2.5.1. Example: A Curve of Rank 2. We only consider primes p of good
ordinary reduction for a given curve E in this section. If E is an elliptic
curve with analytic rank 0, then the p-adic and classical BSD conjecture are
the same, so there is nothing new to illustrate. We will thus consider only
curves of rank ≥ 1 in this section.

We consider the elliptic curve 446d1 of rank 2 at the prime p = 5.

sage: E = EllipticCurve(’446d1’); p = 5; E

Elliptic Curve defined by y^2 + x*y = x^3 - x^2 - 4*x + 4

over Rational Field

Next we verify that the rank is 2, that p is a good ordinary prime, and
that there are 10 points on E modulo p (so E is ananomolous at p, i.e.,
p | #E(Fp)).

sage: E.rank()

2

sage: E.is_ordinary(p)

True

sage: E.Np(p)

10

Next we compute the p-adic L-series of E at p. We add O(T 7) so that the
displayed series doesn’t take several lines.

sage: Lp = E.padic_lseries(p)

sage: LpT = Lp.series(4)

sage: LpT = LpT.add_bigoh(7); LpT

(5 + 5^2 + O(5^3))*T^2 + (2*5 + 3*5^2 + O(5^3))*T^3

+ (4*5^2 + O(5^3))*T^4 + (4*5 + O(5^2))*T^5

+ (1 + 2*5 + O(5^3))*T^6 + O(T^7)
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We compute the p-adic modular form E2 evaluated on our elliptic curve
with differential ω to precision O(p8). This is the key difficult input to the
computation of the p-adic regulator Regp(E).

sage: E.padic_E2(p, prec=8)

3*5 + 4*5^2 + 5^3 + 5^4 + 5^5 + 2*5^6 + 4*5^7 + O(5^8)

We compute the normalized p-adic regulator, normalized to the choice of
1 + p as a topological generator of 1 + pZp.

sage: Regp = E.padic_regulator(p, 10)

sage: R = Regp.parent()

sage: kg = log(R(1+p))

sage: reg = Regp * p^2 / log(R(1+p))^2

sage: reg*kg^2

2*5 + 2*5^2 + 5^4 + 4*5^5 + 2*5^7 + O(5^8)

We compute the Tamagawa numbers and torsion subgroup.

sage: E.tamagawa_numbers()

[2, 1]

sage: E.torsion_order()

1

We compute L∗
p(E, 0), which is the leading term of the p-adic L-function. It

is not a unit, so we call the prime p an irregular prime.

sage: Lpstar = LpT[2]; Lpstar

5 + 5^2 + O(5^3)

Finally, putting everything together we compute the conjectural p-adic order
of #X(E/Q). In particular, we see that conjecturally #X(E/Q)(5) is
trivial.

sage: eps = (1-1/Lp.alpha(20))^2

sage: Lpstar / (eps*reg*(2*1)) * (1)^2

1 + O(5^2)

2.5.2. The p-adic Regulator. Fix an elliptic curve E defined over Q and
a prime p of good ordinary reduction for E. In this section we define the
p-adic regulator Regp(E). See [MTT86], [MST06] and [SW07] and the
references listed there for a more general discussion of p-adic heights, espe-
cially for bad or supersingular primes, and for elliptic curves over number
fields. See also forthcoming work of David Harvey for highly optimized
computation of p-adic regulators.
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The p-adic logarithm logp : Q∗
p → (Qp,+) is the unique group homomor-

phism with logp(p) = 0 that extends the homomorphism logp : 1+pZp → Qp

defined by the usual power series of log(x) about 1. Explicitly, if x ∈ Q∗
p,

then

logp(x) =
1

p− 1
· logp(u

p−1),

where u = p− ordp(x) · x is the unit part of x, and the usual series for log
converges at up−1.

Example 2.21. For example, in SAGE we compute the logs of a couple of
non-unit elements of Q5 as follows:

sage: K = Qp(5,8); K

5-adic Field with capped relative precision 8

sage: a = K(-5^2*17); a

3*5^2 + 5^3 + 4*5^4 + 4*5^5 + 4*5^6 + 4*5^7 + 4*5^8 + 4*5^9 + O(5^10)

sage: u = a.unit_part()

3 + 5 + 4*5^2 + 4*5^3 + 4*5^4 + 4*5^5 + 4*5^6 + 4*5^7 + O(5^8)

sage: b = K(1235/5); b

2 + 4*5 + 4*5^2 + 5^3 + O(5^8)

sage: log(a)

5 + 3*5^2 + 3*5^3 + 4*5^4 + 4*5^5 + 5^6 + O(5^8)

sage: log(a*b) - log(a) - log(b)

O(5^8)

Note that we can recover b:

sage: c = a^b; c

2*5^494 + 4*5^496 + 2*5^497 + 5^499 + 3*5^500 + 5^501 + O(5^502)

sage: log(c)/log(a)

2 + 4*5 + 4*5^2 + 5^3 + O(5^7)

Let E denote the Néron model of E over Z. Let P ∈ E(Q) be a non-
torsion point that reduces to 0 ∈ E(Fp) and to the connected component
of EFℓ

at all primes ℓ of bad reduction for E. For example, given any point
Q ∈ E(Q) one can construct such a P by multiplying it by the least common
multiple of the Tamagawa numbers of E.

Exercise 2.22. Show that any nonzero point P = (x(P ), y(P )) ∈ E(Q) can
be written uniquely in the form (a/d2, b/d3), where a, b, d ∈ Z, gcd(a, d) =
gcd(b, d) = 1, and d > 0. (Hint: Use that Z is a unique factorization
domain.)

The function d(P ) assigns to P this square root d of the denominator of
the x-coordinate x(P ).
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Example 2.23. We compute a point on a curve, and observe that the
denominator of the x coordinate is a perfect square.

sage: E = EllipticCurve(’446d1’)

sage: P = 3*E.gen(0); P

(32/49 : -510/343 : 1)

Let

(2.5.5) x(t) =
1

t2
+ · · · ∈ Zp((t))

be the formal power series that expresses x in terms of the local parameter
t = −x/y at infinity. Similarly, let y(t) = −x(t)/t be the corresponding
series for y. If we do the change of variables t = −x/y and w = −1/y, so
x = t/w and y = −1/w, then the Weierstrass equation for E becomes

s = t3 + a1st+ a2wt
2 + a3w

2 + a4w
2t+ a6w

3 = F (w, t).

Repeatedly substituting this equation into itself recursively yields a power
series expansion for w = −1/y in terms of t, hence for both x and y.

Remark 2.24. The formal group of E is a power series

F (t1, t2) ∈ R = Z[a1, . . . , a6][[t1, t2]].

defined as follows. Since x(t) and y(t) satisfy the equation of E, the points
P1 = (x(t1), y(t1)) and P2 = (x(t2), y(t2)) are in E(R). As explained explic-
itly in [Sil92, §IV.1], their sum is

Q = P1 + P2 = (x(F ), y(F )) ∈ E(R)

for some F = F (t1, t2) ∈ R.

Example 2.25. We compute the above change of variables in SAGE:

sage: var(’a1 a2 a3 a4 a6’)

sage: E = EllipticCurve([a1,a2,a3,a4,a6]); E

Elliptic Curve defined by

y^2 + a1*x*y + a3*y = x^3 + a2*x^2 + a4*x + a6

over Symbolic Ring

sage: eqn = SR(E); eqn

(y^2 + a1*x*y + a3*y) == (x^3 + a2*x^2 + a4*x + a6)

sage: F = eqn.lhs() - eqn.rhs(); F

y^2 + a1*x*y + a3*y - x^3 - a2*x^2 - a4*x - a6

sage: G = w^3*F(x=t/s, y=-1/w); G.expand()

-t^3 - a2*w*t^2 - a4*w^2*t - a1*w*t - a6*w^3 - a3*w^2 + w
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Example 2.26. We use SAGE to compute the formal power series x(t) and
y(t) for the rank 1 elliptic curve 37a.

sage: E = EllipticCurve(’37a’); E

Elliptic Curve defined by y^2 + y = x^3 - x over Rational Field

sage: F = E.formal_group(); F

Formal Group associated to the Elliptic Curve defined by

y^2 + y = x^3 - x over Rational Field

sage: x = F.x(prec=8); x

t^-2 - t + t^2 - t^4 + 2*t^5 - t^6 - 2*t^7 + O(t^8)

sage: y = F.y(prec=8); y

-t^-3 + 1 - t + t^3 - 2*t^4 + t^5 + 2*t^6 - 6*t^7 + O(t^8)

Notice that the power series satisfy the equation of the curve.

sage: y^2 + y == x^3 - x

True

Recall that ωE = dx
2y+a1x+a3

is the differential on a fixed choice of Weier-

strass equation for E. Let

ω(t) =
dx

2y + a1x+ a3

∈ Q((t))dt

be the formal invariant holomorphic differential on E.

Example 2.27. Continuing the above example, we compute the formal
differential on E:

sage: F.differential(prec=8)

1 + 2*t^3 - 2*t^4 + 6*t^6 - 12*t^7 + O(t^8)

We can also compute ω(t) directly from the definition:

sage: x.derivative()/(2*y+1)

1 + 2*t^3 - 2*t^4 + 6*t^6 - 12*t^7 + 6*t^8 + 20*t^9 + O(t^10)

The following theorem, which is proved in [MT91], uniquely determines
a power series σ ∈ tZp[[t]] and constant c ∈ Zp.

Theorem 2.28 (Mazur-Tate). There is exactly one odd function σ(t) =
t + · · · ∈ tZp[[t]] and constant c ∈ Zp that together satisfy the differential
equation

(2.5.6) x(t) + c = − d

ω

(

1

σ

dσ

ω

)

,
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where ω is the invariant differential dx/(2y + a1x+ a3) associated with our
chosen Weierstrass equation for E.

The above theorem produces a (very inefficient) algorithm to compute c
and σ(t). Just view c as a formal indeterminate and compute σ(t) ∈ Q[c][[t]],
then obtain constraints on c using that the coefficients of σ must be in Zp.
These determine c to some precision, which increases as we compute σ(t) to
higher precision. Until recently this was the only known way to compute c
and σ(t) – fortunately the method of [MST06] is much faster in general.

Definition 2.29 (Canonical p-adic Height). Let E be an elliptic curve over
Q with good ordinary reduction at the odd prime p. Let logp, d, and σ(t)
be as above and suppose P ∈ E(Q) and that nP is a nonzero multiple of P
such that nP reduces to the identity component of the Néron model of E
at each prime of bad reduction. Then the p-adic canonical height of P is

hp(P ) =
1

n2
· 1

p
· logp

(

σ(P )

d(P )

)

.

Definition 2.30 (p-adic Regulator). The p-adic regulator of E is the dis-
criminant (well defined up to sign) of the bilinear Qp-valued pairing

(P,Q)p = hp(P ) + hp(Q) − hp(P +Q).

Conjecture 2.31 (Schneider). The p-adic regulator Regp(E) is nonzero.

Theorem 2.32 (Kato, Schneider, et al.). Let E be an elliptic curve over Q
with good ordinary reduction at the odd prime p and assume that the p-adic
Galois representation ρE,p is surjective. If

ordT (Lp(E, T )) ≤ rankE(Q),

then #X(E/Q)(p) is finite. Moreover, if Regp(E) is nonzero, then

ordp(#X(E/Q)(p)) ≤ ordp

( L∗
p(E, 0)

∏

cℓ · Regp(E)

)

.





Chapter 3

Heegner Points and

Kolyvagin’s Euler

System

3.1. CM Elliptic Curves

In this section we state, and in some cases sketch proofs of, some basic facts
about CM elliptic curves.

If E is an elliptic curve over a field K we let End(E/K) be the ring of
all endomorphisms of E that are defined over K.

Definition 3.1 (CM Elliptic Curve). An elliptic curve E over a subfield of
C has complex multiplication if End(E/C) 6= Z.

Remark 3.2. If E is an elliptic curve over Q, then End(E/Q) = Z. This
is true even if E has complex multiplication, in which case the complex
multiplication must be defined over a bigger field than Q. The reason
End(E/Q) = Z is because End(E/Q) acts faithfully on the 1-dimensional Q-
vector space of invariant holomorphic differentials onE over Q and End(E/Q)
is finitely generated as a Z-module.

A complex lattice Λ ⊂ C is a subgroup abstractly isomorphic to Z × Z
such that RΛ = C. Using the Weirestrass ℘-function associated to the lattice
Λ, one proves that there is a group isomorphism

C/Λ ∼= EΛ(C),

where EΛ is an elliptic curve over C. Conversely, if E is any elliptic curve
over C, then there is a lattice Λ such that E = EΛ. Explicitly, if ωE is an

45
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invariant differential we may take Λ to be the lattice of all periods
∫

γ ωE ∈ C,

where γ runs through the integral homology H1(E(C),Z).

Proposition 3.3. Let Λ1 and Λ2 be complex lattices. Then

Hom(C/Λ1,C/Λ2) ∼= {α ∈ C : αΛ1 ⊂ Λ2},
where the homomorphisms on the left side are as elliptic curves over C.
Moreover, the complex number α ∈ C corresponds to the homomorphism
[α] induced by multiplication by α, and the kernel of [α] is isomorphic to
Λ2/(αΛ1).

Corollary 3.4. If α is any nonzero complex number and Λ is a lattice, then
C/Λ ∼= C/(αΛ).

Proof. Since multiplication by α sends Λ into αΛ, Proposition 3.3 implies
that α defines a homomorphism with 0 kernel, hence an isomorphism. �

Now suppose E/C is a CM elliptic curve, and let Λ be a lattice such
that E ∼= EΛ. Then

End(E/C) ∼= {α ∈ C : αΛ ⊂ Λ}.
Proposition 3.5. Let E = EΛ be a CM elliptic curve. Then there is a
complex number ω and a quadratic imaginary field such K that

ωΛ ⊂ OK ,

where OK is the ring of integers of K. Moreover, End(E/C) is an order
(=subring of rank 2) of OK .

Proof. Write Λ = Zω1⊕Zω2. By Corollary 3.4, we have EΛ
∼= Eω−1

1
Λ, so we

may assume that ω1 = 1, i.e., that Λ = Z+βZ for some β ∈ C. To complete
the proof, we will show that ωΛ ⊂ OK for some quadratic imaginary field
K and complex number ω.

By our hypothesis that E is CM there is a complex number α 6∈ Z such
that αΛ ⊂ Λ. Fixing a basis for Λ, we see that α acts on Λ via a 2 × 2
integral matrix, so satisfies a quadratic equation. Thus α is an algebraic
integer of degree 2. In particular, there are integers a, b, c, d such that

α1 = a+ bβ, and αβ = c+ dβ.

Since α 6∈ Z, the first equation above implies that β ∈ Q(α), so since β 6∈ Q,
Q(β) = Q(α). Note that β 6∈ R since Λ is a lattice with basis 1 and
β, so K = Q(β) is a quadratic imaginary field. Thus the ring End(E/C)
generated by all such α is an order in the ring OK of integers of an imaginary
quadratic field. Finally, since β ∈ K, there is a complex number ω such that
ω(Z + Zβ) ⊂ OK , where ω is chosen so that ωβ ∈ OK . �
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3.1.1. The Set of CM Elliptic Curves with Given CM.

Definition 3.6 (Fractional Ideal). A fractional ideal a of a number field K

is an OK-submodule of K that is isomorphic to Z[K:Q] as an abelian group.
In particular, a is nonzero.

If a is a fractional ideal, the inverse a−1 of a, which is the set of x ∈ K
such that xa ⊂ OK , is also a fractional ideal. Moreover, aa−1 = OK .

Fix a quadratic imaginary fieldK. Let Ell(OK) be the set of C-isomorphism
classes of elliptic curves E/C with End(E) ∼= OK . By the above results we
may also view Ell(OK) as the set of lattices Λ with End(EΛ) ∼= OK .

If a is a fractional OK ideal, then a ⊂ K ⊂ C is a lattice in C. For the
elliptic curve Ea we have

End(Ea) = OK ,

because a is an OK-module by definition. Since rescaling a lattice produces
an isomorphic elliptic curve, for any nonzero c ∈ K the fractional ideals a

and ca define the same elements of Ell(OK).

The class group Cl(OK) is the group of fractional ideals modulo principal
fractional ideals. If a is a fractional OK ideal, denote by a its ideal class in
the class group Cl(OK) of K. We have a natural map

Cl(OK) → Ell(OK),

which sends a to Ea.

Theorem 3.7. Fix a quadratic imaginary field K, and let Λ be a lattice in
C such that EΛ ∈ Ell(OK). Let a and b be nonzero fractional OK-ideals.
Then

(1) aΛ is a lattice in C,

(2) We have End(EaΛ) ∼= OK .

(3) We have EaΛ
∼= EbΛ if and only if a = b.

Thus there is a well-defined action of Cl(OK) on Ell(OK) given by

aEΛ = Ea−1Λ.

Theorem 3.8. The action of Cl(OK) on Ell(OK) is simply transitive.

Example 3.9. Let K = Q(
√
−23). Then the class number hK is 3. An

elliptic curve with CM by OK is C/(Z + (1 +
√
−23)/2Z), and one can

obtain the other two elements of Ell(OK) by multiplying the lattice Z+(1+√
−23)/2Z by two representative ideal classes for Cl(OK).
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3.1.2. Class Field Theory. Class field theory makes sense for arbitrary
number fields, but for simplicity in this section and because it is all that
is needed for our application to the BSD conjecture, we assume henceforth
that K is a totally imaginary number field, i.e., one with no real embeddings.

Let L/K be a finite abelian extension of number fields, and let a be any
unramified prime ideal in OK . Let b be an prime of OL over a and consider
the extension kb = OL/b of the finite field ka = OK/a. There is an element
σ ∈ Gal(kb/ka) that acts via qth powering on kb, where q = #ka. A basic
fact one proves in algebraic number theory is that there is an element σ ∈
Gal(L/K) that acts as σ on OL/b; moreover, replacing b by a different ideal
over a just changes σ by conjugation. Since Gal(L/K) is abelian it follows
that σ is uniquely determined by a. The association a 7→ σ = [a, L/K] is
called the Artin reciprocity map.

Exercise 3.10. Prove that if an unramified prime p of K splits completely
in an abelian exension L/K, then [p, L/K] = 1.

Let c be an integral ideal divisible by all primes of K that ramify in L,
and let I(c) be the group of fractional ideals that are coprime to c. Then
the reciprocity map extends to a map

I(c) → Gal(L/K) a 7→ [a, L/K]

Let

P (c) = {(α) : α ∈ K∗, α ≡ 1 (mod c)}.
Here α ≡ 1 (mod c) means that ordp(α−1) ≥ ordp(c) for each prime divisor
p | c.

Definition 3.11 (Conductor of Extension). The conductor of an abelian
extension L/K is the largest (nonzero) integral ideal c = cL/K of OK such
that [(α), L/K] = 1 for all α ∈ K∗ such that α ≡ 1 (mod c).

Proposition 3.12. The conductor of L/K exists.

If c = cL/K is the conductor of L/K then Artin reciprocity induces a
group homomorphism

I(c)/P (c) → Gal(L/K).

Definition 3.13 (Ray Class Field). Let c be a nonzero integral ideal of OK .
A ray class field associated to c is a finite abelian extension Kc of K such
that whenever L/K is an abelian extension such that cL/K | c, then L ⊂ Kc.

Theorem 3.14 (Existence Theorem of Class Field Theory). Given any
nonzero integral ideal c of OK there exists a unique ray class field Kc asso-
ciated to c, and the conductor of Kc divides c.
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Theorem 3.15 (Reciprocity Law of Class Field Theory). Let L/K be a
finite abelian extension.

(1) The Artin map is a surjective homomorphism I(cL/K) → Gal(L/K).

(2) The kernel of the Artin map is NL/K(IL)·P (cL/K), where NL/K(IL)
is the group of norms from L to K of the fractional ideals of L.

Definition 3.16 (Hilbert Class Field). The Hilbert class field of a number
field K is the maximal unramified abelian extension of K.

In particular, since the Hilbert class field is unramified over K, we have:

Theorem 3.17. Let K be a number field and let H be the Hilbert class field
of K. The Artin reciprocity map induces an isomorphism

Cl(OK)
∼=−−→ Gal(H/K).

3.1.3. The Field of Definition of CM Elliptic Curves.

Theorem 3.18. Let F be an elliptic curve over C with CM by OK , where
K is a quadratic imaginary field. Let H be the Hilbert Class Field of K.

(1) There is an elliptic curve E defined over K such that F ∼= EC.

(2) The Gal(H/K)-conjugates of E are representative elements for Ell(OK).

(3) If σ ∈ Gal(H/K) corresponds via Artin reciprocity to a ∈ Cl(OK),
then

Eσ = aE.

Theorem 3.18 generalizes in a natural way to the more general situation
in which OK is replaced by an order Of = Z+fOK ⊂ OK . Then the Hilbert
class field is replaced by the ray class field Kf , which is a finite abelian
extension of H that is unramified outside f (see Definition 3.13 above).
There is an elliptic curve E defined over Kf whose endomorphism ring is
Of , and the set of Gal(Kf/K)-conjugates of E forms a set of representatives
for Ell(Of ). Moreover, the group I(cL/K)/(N · P (cL/K)) of Theorem 3.15
acts simply transitively on Ell(Of ), and the action of Gal(Kf/K) on the set
of conjugates of E is consistent with the Artin reciprocity map.
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3.2. Heegner Points

Let E be an elliptic curve defined over Q with conductor N , and fix a
modular parametrization πE : X0(N) → E.

Let K be a quadratic imaginary field such that the primes dividing N
are all unramified and split in K. For simplicity, we will also assume that
K 6= Q(i),Q(

√
−3). Let N be an integral ideal of OK such that OK/N ∼=

Z/NZ. Then C/OK and C/N−1 define two elliptic curves over C, and since
OK ⊂ N−1, there is a natural map

(3.2.1) C/OK → C/N−1.

By Proposition 3.3 the kernel of this map is

N−1/OK
∼= OK/N ∼= Z/NZ.

Exercise 3.19. Prove that there is an isomorphism N−1/OK
∼= OK/N of

finite abelian group.

The modular curve X0(N) parametrizes isomorphism classes of pairs
(F, φ), where φ is an isogeny with kernel cyclic of order N . Thus C/OK

and the isogeny (3.2.1) define an element x1 ∈ X0(N)(C). The discussion of
Section 3.1.3 along with properties of modular curves proves the following
proposition.

Proposition 3.20. We have

x1 ∈ X0(N)(H),

where H is the Hilbert class field of K.

Definition 3.21 (Heegner point). The Heegner point associated to K is

yK = TrH/K(πE(x1)) ∈ E(K).

More generally, for any integer n, let On = Z+nOK be the order in OK

of index n. Then Nn = N ∩On satisfies On/Nn
∼= Z/NZ, and the pair

(C/On, C/On → C/N−1
n )

defines a point xn ∈ X0(N)(Kn), where Kn is the ray class field of conduc-
tor n over K.

Definition 3.22 (Heegner point of conductor n). The Heegner point of
conductor n is

yn = πE(xn) ∈ E(Kn).

3.3. Computing Heegner Points

[[This section will be my take on what’s in Cohen’s book and Watkins paper,
hopefully generalized to compute Heegner points over ring class fields (?).]]
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3.4. Kolyvagin’s Euler System

3.4.1. Kolyvagin’s Cohomology Classes. In this section we define Koly-
vagin’s cohomology classes. Later we will explain the properties that these
classes have, and eventually use them to sketch a proof of finiteness of
Shafarevich-Tate groups of certain elliptic curves.

We will use, when possible, similar notation to the notation Kolyvagin
uses in his papers (e.g., [Kol91]). If A is an abelian group let A/M =
A/(MA). Kolyvagin writes AM for the M -torsion subgroup, but we will
instead write A[M ] for this group.

Let E be an elliptic curve over Q with no constraint on the rank of E.
Fix a modular parametrization π : X0(N) → E, where N is the conductor of
E. Let K be a quadratic imaginary field with discriminant D that satisfies
the Heegner hypothesis for E, so each prime dividing N splits in K, and
assume for simplicity that D 6= −3,−4.

Let OK be the ring of integer of K. Since K satisfies the Heegner
hypothesis, there is an ideal N in OK such that OK/N is cyclic of order N .
For any positive integer λ, let Kλ be the ray class field of K associated to
the conductor λ (see Definition 3.13). Recall that Kλ is an abelian extension
of K that is unramified outside λ, whose existence is guaranteed by class
field theory. Let Oλ = Z + λOK be the order in OK of conductor λ, and let
Nλ = N ∩Oλ. Let

zλ = [(C/Oλ,N−1
λ /Oλ)] = X0(N)(Kλ)

be the Heegner point associated to λ. Also, let

yλ = π(zλ) ∈ E(Kλ)

be the image of the Heegner point on the curve E.

Let R = End(E/C), and let B(E) be the set of primes ℓ ≥ 3 in Z that
do not divide the discriminant of R and are such that the image of the
representation

ρE,ℓ : Gal(Q/Q) → Aut(Tateℓ(E))

contains AutR(Tateℓ(E)), where AutR(Tateℓ(E)) is the set of automor-
phisms that commute with the action of R on Tateℓ(E). Note that if ℓ ≥ 5
the condition that ρE,ℓ is surjective is equivalent to the simpler condition
that

ρE,ℓ : Gal(Q/Q) → AutR(E[ℓ])

is surjective. The set B(E) contains all but finitely many primes, by theo-
rems of Serre [Ser72], Mazur [Maz78], and CM theory, and one can com-
pute B(E).
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sage: E = EllipticCurve(’11a’)

sage: E.non_surjective()

[(5, ’5-torsion’)]

sage: E = EllipticCurve(’389a’)

sage: E.non_surjective()

[]

Fix a prime ℓ ∈ B(E). We next introduce some very useful notation.
Let Λ1 denote the set of all primes p ∈ Z such that p ∤ N , p remains prime
in OK , and for which

n(p) = ordℓ(gcd(p+ 1, ap)) ≥ 1.

For any positive integer r, let Λr denote the set of all products of r distinct
primes in Λ1; by definition Λ0 = {1}. Finally, let

Λ =
⋃

r≥0

Λr.

For any r > 0 and λ ∈ Λr, let

n(λ) = min
p|λ

n(p)

be the “worst” of all the powers of p that divide gcd(p+ 1, ap). If λ = 1, set
n(λ) = +∞.

Fix an element λ ∈ Λ, with λ 6= 1, and consider the ℓ-power

M = Mλ = ℓn(λ).

Recall from Section 2.2.1 that we associate to the short exact sequence

0 → E[M ] → E
[M ]−−→ E → 0

an exact sequence

0 → E(K)/M → H1(K,E[M ]) → H1(K,E)[M ] → 0.

Our immediate goal is to construct an interesting cohomology class

cλ ∈ H1(K,E[M ]).

If L/K is any Galois extension, we have (see Section 2.1.2 for most of
this) an exact sequence
(3.4.1)

0 → H1(L/K,E[M ](L)) → H1(K,E[M ]) → H1(L,E[M ])Gal(L/K) → 0.

Lemma 3.23. We have E[M ](Kλ) = 0.
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Proof. For simplicity we prove the statement only in the non-CM case. The
integer M is a power of a prime ℓ, so it suffices to show that E[ℓ](Kλ) = 0.
Since ℓ ∈ B(E) the Galois representation

ρE,ℓ : GQ → GL2(Fℓ)

is surjective. The group GL2(Fℓ) acts transitively on (Fℓ)
2, so the GQ orbit

of any nonzero point in E[ℓ](Q) is equal to the set of all nonzero points in
E[ℓ](Q). By class field theory, the extension Kλ of Q is Galois, so if E[ℓ](Kλ)
is nonzero, then it is equal to E[ℓ](Q). Using properties of the Weil pairing,
we see that the field generated by the coordinates of the elements of E[ℓ](Q)
contains the cyclotomic field Q(ζℓ), which is a field totally ramified at ℓ.
But K ∩ Q(ζℓ) = Q, since disc(K) 6= −3,−4, and Kλ is ramified only at
primes in Λ1 and ℓ 6∈ Λ1. We conclude that Kλ ∩ Q(ζℓ) = Q, so we must
have E[ℓ](Kλ) = 0. (Compare [Gro91, Lem. 4.3].) �

Thus (3.4.1) with L = Kλ becomes

(3.4.2) H1(K,E[M ])
∼=−−−−→ H1(Kλ, E[M ])Gλ

where Gλ = Gal(Kλ/K). Putting this together, we obtain the following
commutative diagram with exact rows and columns:

0 // (E(Kλ)/M)Gλ // H1(Kλ, E[M ])Gλ // H1(Kλ, E)[M ]Gλ

0 // E(K)/M //
?�

OO

H1(K,E[M ])

∼= res

OO

// H1(K,E)[M ] //

res

OO

0

H1(Kλ/K,E)[M ]
?�

inf

OO

Thus to construct cλ ∈ H1(K,E[M ]), it suffices to construct a class
c′λ ∈ H1(Kλ, E[M ]) that is invariant under the action of Gλ. We will do this
by constructing an element of E(Kλ) and using the inclusion

(3.4.3) E(Kλ)/M →֒ H1(Kλ, E[M ]).

In particular, we will construct an element of the group E(Kλ)/M that is
invariant under the action of Gλ.

Recall that yλ ∈ E(Kλ). Unfortunately, there is no reason that the class

[yλ] ∈ E(Kλ)/M

should be invariant under the action of Gλ. To deal with this problem,
Kolyvagin introduced a new and original idea which we now explain.



54 3. Heegner Points and Kolyvagin’s Euler System

Let H = K1 be the Hilbert class field of K. Write λ = p1 · · · pr, and for
each p = pi let Gp = Gal(Kp/K) where Kp is the ray class field associated
to p. Class field theory implies that the natural map

Gal(Kλ/K1) ∼=→ Gp1
×Gp2

× · · · ×Gpr

is an isomorphism. Moreover, each group Gpi
is cyclic of order pi + 1. For

each p = pi, let σp be a fixed choice of generator of Gp, and let

Trp =
∑

σ∈Gp

σ ∈ Z[Gp].

Finally, let Dp ∈ Z[Gp] be any solution of the equation

(3.4.4) (σp − 1) ·Dp = p+ 1 − Trp .

For example, Kolyvagin always takes

Dp =

p
∑

i=1

iσi
p = −

p+1
∑

i=1

(σi
p − 1)/(σp − 1).

Notice that the choice of Dp is well defined up to addition of elements in
Z Trp. Let

Dλ =
∏

Dp = Dp1
·Dp2

· · · · ·Dpr ∈ Z[Gλ].

Finally, let S be a set of coset representatives for Gal(Kλ/K1) in Gλ =
Gal(Kλ/K), and let

Jλ =
∑

σ∈S

σ ∈ Z[Gλ].

Let

Pλ = JλDλyλ ∈ E(Kλ).

Note that if λ = 1, then Kλ = K1, so

P1 = J1yλ = TrK1/K(yλ) = yK ∈ E(K).

Before proving that we can use Pλ to define a cohomology class in
H1(K,E[M ]), we state two crucial facts about the structure of the Heeg-
ner points yλ.

Proposition 3.24. Write λ = pλ′, and let ap = ap(E) = p+ 1 − #E(Fp).

(1) We have

Trp(yλ) = apyλ′

in E(Kλ′).

(2) Each prime factor ℘λ of p in Kλ divides a unique prime ℘λ′ of Kλ′,
and we have a congruence

yλ ≡ Frob(℘λ′)(yλ′) (mod ℘λ).
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Proof. See [Gro91, Prop. 3.7]. The proof uses a description of the action
of Hecke operators on modular curves. �

Proposition 3.25. The class [Pλ] of Pλ in E(Kλ)/M is fixed by Gλ.

Proof. We follow the proof of [Gro91, Prop. 3.6]. It suffices to show that
[Dλyλ] is fixed by σp for each prime p | λ, since the σp generate Gal(Kλ/K1),
the elements of the set S of coset representatives fix the image of Jλ, and
Gλ is generated by the σp and S. Thus we will prove that

(σp − 1)Dλyλ ∈ME(Kλ)

for each p | λ.

Write λ = pm. By (3.4.4), we have in Z[Gλ] that

(σp − 1)Dλ = (σp − 1)DpDm = (p+ 1 − Trp)Dm,

so using Proposition 3.24 we have

(σp − 1)Dλyλ = (p+ 1 − Trp)Dmyλ

= (p+ 1)Dmyλ −Dm Trp(yλ)

= (p+ 1)Dmyλ − apDmyλ′

Since p ∈ Λ1 and M = ℓn(p) and n(p) = min(ordℓ(p+ 1), ordℓ(ap)), we have
M | p+1 and M | ap. Thus (p+1)Dmyλ ∈ME(Kλ) and apyλ′ ∈ME(Kλ),
which proves the proposition. �

We have now constructed an element of E(Kλ)/M that is fixed by Gλ.
Via (3.4.3) this defines an element c′λ ∈ H1(Kλ, E[M ]). But then using

(3.4.2) we obtain our sought after class cλ ∈ H1(K,E[M ]).

We will also be interested in the image dλ of cλ in H1(K,E)[M ].

Proposition 3.26. If v is archimedean or v ∤ λ, then

resv(dλ) = 0.

Proof. If v is archimedean we are done, sinceKv = C is algebraically closed.
Otherwise, the class dλ splits over Kλ and Kλ is unramified at v, so

resv(dλ) ∈ H1(Kunr
v /Kv, E).

But the latter group is isomorphic to the component group of E at v, and a
theorem of Gross-Zagier implies that the Heegner point maps to the identity
component. (See [Gro91, Prop. 6.2] for more details.) �
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Proposition 3.27. Write λ = pm and let ℘ = pOK be the unique prime
ideal of K dividing p. Let v be a place of Km that divides ℘. Then the order
of res℘(dλ) is the same as the order of

[Pm] ∈ E(K℘)/ME(K℘),

where K℘ denotes the completion of K at ℘. (Note that ℘ splits completely
in Km/K by class field theory, since ℘ = pOK is principal and coprime to
m, so Pm ∈ E(K℘).)

Proof. See [Gro91, Prop. 6.2] for the case M = ℓ. The argument involves
standard properties of Galois cohomology of elliptic curves, some diagram
chasing, reduction modulo a prime, and use of formal groups. �

Next we consider a consequence of Proposition 3.27 when yK is not a
torsion point. Note that yK nontorsion implies that yK 6∈ ME(K) for all
but finitely many M . Moreover, the Gross-Zagier theorem implies that yK

is nontorsion if and only if ords=1 L(E, s) ≤ 1.

Proposition 3.28. Suppose that yK ∈ E(K) is not divisible by M . Then
there are infinitely many p ∈ Λ1 such that dp ∈ H1(K,E)[M ] is nonzero.

Proof. This follows from Proposition 3.27 with m = 1 and the Chebotarev
density theorem. See e.g., [Ste02, §4.1] for a proof. �

Remark 3.29. See, e.g., [Ste02] for an application of this idea to a problem
raised by Lang and Tate in [LT58].

Theorem 3.30 (Kolyvagin). Suppose E is a modular elliptic curve over Q
and K is a quadratic imaginary field that satisfies the Heegner hypothesis
for E and is such that yK ∈ E(K) is nontorsion. Then E(K) has rank 1
and

#X(E/K) | b · [E(K) : ZyK ]2,

where b is a positive integer divisible only by primes ℓ ∈ B(E) (i.e., for
which the ℓ-adic representation is not as surjective as possible).

Proof. See the entire paper [Gro91]. Kolyvagin proves this theorem by

bounding Sel(M)(E/K) for various M using Proposition 3.28 in conjunction
with a careful study of various pairings coming from Galois cohomology, the
Weil pairing, Tate local daulity, etc. Since

0 → E(K)/ME(K) → Sel(M)(E/K) → X(E/K),

a bound on the Selmer group translates into a bound onE(K) and X(E/K).
�
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After Kolyvagin proved his theorem, independently Murty-Murty, Bump-
Friedberg-Hoffstein, Waldspurger, each proved that infinitely many such
quadratic imaginary K always exists so long as E has analytic rank 0 or 1.
Also, Taylor and Wiles proved that every E over Q is modular. Thus we
have the following theorem:

Theorem 3.31. Suppose E is an elliptic curve over Q with

rE,an = ords=1 L(E, s) ≤ 1.

Then E(Q) has rank rE,an, the group X(E/Q) is finite, and there is an
explicit computable upper bound on #X(E/Q).

The author has computed the upper bound of the theorem for all elliptic
curves with conductor up to 1000 and rE,an ≤ 1.

3.4.2. Kolyvagin’s Conjectures. What about curves E with rE,an ≥ 2?
Suppose that E is an elliptic curve over Q with rE,an ≥ 2. In the short
paper [Kol91], Kolyvagin states an amazing structure theorems for Selmer
groups assuming the following unproved conjecture, which is the appropriate
generalization of the condition that P1 has infinite order.

Conjecture 3.32 (Kolyvagin [Kol91]). Let E be any elliptic curve over Q
and fix a prime ℓ ∈ B(E) and a prime power M = ℓn of ℓ. Then there is at
least one cohomology class cλ ∈ H1(K,E[M ]) that is nonzero.

So far nobody has been able to show that Conjecture 3.32 is satisfied by
every elliptic curve E over Q, though several people are currently working
hard on this problem (including Vatsal and Cornut). Proposition 3.28 above
implies that Conjecture 3.32 is true for elliptic curves with rE,an ≤ 1.

Kolyvagin also goes on in [Kol91] to give a conjectural construction of
a subgroup

V ⊂ E(K)/E(K)tor

for which rank(E(Q)) = rank(V ). Let ℓ be an arbitrary prime, i.e., so we
do not necessarily assume ℓ ∈ B(E). One can construct cohomology class

cλ ∈ H1(K,E[M ]), so long as λ ∈ Λn+k0 , where ℓk0/2E(K)[ℓ∞] = 0, and K

is the compositum of all class field Kλ for λ ∈ Λ. For any n ≥ 1, k ≥ k0,
and r ≥ 0, let

V r
n,k ⊂ lim−→

m

H1(K,E[ℓm])/E(K)tor

be the subgroup generated by the images of the classes τλ = τλ,n ∈ H1(K,E[ℓn])
where λ runs through Λr

n+k.

Conjecture 3.33 (Kolyvagin). Let E be any elliptic curve over Q. Then
for all prime numbers ℓ, there exists an integer r such that for all k ≥ k0

there is an n such that V r
n,k 6= 0.
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Recall that
n(p) = ordℓ(gcd(p+ 1, ap)) ≥ 1

and
n(λ) = min

p|λ
n(p).

Let m′(λ) be the maximal nonnegative integer such that Pλ ∈ ℓm
′(λ)E(Kλ).

Let m(λ) = m′(λ) if m′(λ) < n(λ), and m(λ) = ∞ otherwise. For any r ≥ 0,
let

mr = min{m(λ) : λ ∈ Λr},
and let f be the minimal r such that mr is finite.

Proposition 3.34. We have f = 0 if and only if yK has infinite order.

Let SD = ℓnS, where

S = lim−→
n

Sel(ℓ
n)(K,E[ℓn]).

If A is a Z[1, σ]-module and ε = (−1)rE,an−1. then

Av = {b ∈ A : σ(b) = (−1)v+1εb}

Assuming his conjectures, Kolyvagin deduces that for every prime num-
ber ℓ there exists integers k1 and k2 such that for any integer k ≥ k1 we
have

ℓk2SD(f+1)[M ] ⊂ V f
n,k ⊂ SD(f+1)[M ].

Here the exponent of f+1 means the +1 or −1 eigenspace for the conjugation
action.

Conjecture 3.35 (Kolyvagin). Let E be any elliptic curve over Q and ℓ
any prime. There exists v ∈ {0, 1} and a subgroup

V ⊂ (E(K)/E(K)tors)
(v)

such that
1 ≤ rank(V ) ≡ v (mod 2).

Let a = rank(V )−1. Then for all sufficiently large k and all n, one has that

V a
n,k ≡ V mod ℓn(E(K)/E(K)tor).

Assuming the above conjecture for all primes ℓ, the group V is uniquely
determined by the congruence condition in the second part of the conjecture.
Also, Kolyvagin proves that if the above conjecture is true, then the rank of
Ev(Q) equals the rank of V , and that X(Ev/Q)[ℓ∞] is finite. (Here Ev is
E or its quadratic twist.)

When P1 has infinite order, the conjecture is true with v = 1 and V =
ZP1. (I think here E has rE,an = 0.)
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3.5. The Gross-Zagier Theorem
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