## Sage

## Creating a viable free open source alternative to Magma, Maple, Mathematica and Matlab

William Stein, Associate Professor, University of Washington


## History

- I started Sage at Harvard in January 2005.
- No existing math software good enough.
- I got very annoyed that my students and colleagues had to pay a ridiculous amount to use the code I wrote in Ma*'s.
- Sage-1.0 released February 2006 at Sage Days 1 (San Diego).
- Sage Days Workshops 1, 2, ..., 12, at UCLA, UW, Cambridge, Bristol, Austin, France, San Diego, Seattle, etc.
- Sage won first prize in Trophees du Libre (November 2007)
- Funding from Microsoft, UW, NSF, DoD, Google, Sun, private donations, etc.
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## Simple Test
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$2+3$

5
$p \operatorname{lot}(\sin (x * \log (x+1)),(x, 3,10))$
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Sage is a different approach to mathematics software.

## The Sage Notebook

With the Sage Notebook anyone can create, collaborate on, and publish interactive worksheets. In a worksheet, one can write code using Sage, Python, and other software included in Sage.

## General and Advanced Pure and Applied Mathematics

Use Sage for studying calculus, elementary to very advanced number theory, cryptography, commutative algebra, group theory, graph theory, numerical and exact linear algebra, and more.

## Use an Open Source Alternative

By using Sage you help to support a viable open source alternative to Magma, Maple, Mathematica, and MATLAB. Sage includes many high-quality open source math packages.

## Use Most Mathematics Software from Within Sage

Sage makes it easy for you to use most mathematics software together. Sage includes GAP, GP/PARI, Maxima, and Singular, and dozens of other open packages.

## Use a Mainstream Programming Language

You work with Sage using the highly regarded scripting language Python. You can write programs that combine serious mathematics with anything else.

## Sign into the Sage Notebook



Sign up for a new Sage Notebook account

Browse published Sage worksheets (no login required)

## Unique Advantages of Sage

1. Python-- a general purpose language at core of Sage; huge user base compared to Matlab, Mathematica, Maple and Magma
2. Cython -- write blazingly fast compiled code in Sage
3. Free and Open source
4. Excellent Peer review of Code: "I do really and truly believe that the Sage refereeing model results in better code." -- John Cremona
```
email('wstein@gmail.com', 'The calculation finished!')
    Child process 50883 is sending email to wstein@gmail.com...
```


## Sage Is...

- Over 300,000 lines of new Python/Cython code
- Distribution of mathematical software; easy to build from source (over 5 million lines of code).
- About 150 developers: developer map
- Exact and numerical linear algebra, optimization, statistics (including R), group theory, combinatorics, cryptography.
- Number Theory: elliptic curves, modular forms, $L$-functions -- this is $m y$ research area
- Calculus
- 2d and 3d plotting
- Range of functionality rivals the $\mathrm{Ma}^{*} \mathrm{~s}$


## Sage developers around the world

This is a map of all contributors to the Sage project. There are currently 142 contributors in 85 different places from all around the world.
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## Examples

Symbolic expressions:

```
x, y = var('x,y')
type(x)
    <class 'sage.calculus.calculus.SymbolicVariable'>
    a = 1 + sqrt(2) + pi + 2/3 + x^y
```

    show (a)
    $$
x^{y}+\pi+\sqrt{2}+\frac{5}{3}
$$

show (expand (a^2))

$$
x^{2 y}+2 \pi x^{y}+2 \sqrt{2} x^{y}+\frac{10 x^{y}}{3}+\pi^{2}+2 \sqrt{2} \pi+\frac{10 \pi}{3}+\frac{10 \sqrt{2}}{3}+\frac{43}{9}
$$

## Solve equations

$$
\begin{aligned}
& \operatorname{var}\left({ }^{\prime} \mathrm{a}, \mathrm{~b}, \mathrm{c}, \mathrm{x}^{\prime}\right) \\
& \text { show }\left(\operatorname{solve}\left(\mathrm{x}^{\wedge} 2+\operatorname{sqrt}(17) * \mathrm{a} * \mathrm{x}+\mathrm{b}==0, \mathrm{x}\right)\right) \\
& \quad\left[x=\frac{-\left(\sqrt{17 a^{2}-4 b}\right)-\sqrt{17} a}{2}\right. \\
& \left.\quad x=\frac{\sqrt{17 a^{2}-4 b}-\sqrt{17} a}{2}\right]
\end{aligned}
$$

```
var('a,b,c,x')
show(solve(a*x^3 + b*x + c == 0, x)[0])
```

$$
x=\left(\frac{-\sqrt{3} i}{2}-\frac{1}{2}\right)\left(\frac{\sqrt{\frac{27 a c^{2}+4 b^{3}}{a}}}{6 \sqrt{3} a}-\frac{c}{2 a}\right)^{\frac{1}{3}}-\frac{\left(\frac{\sqrt{3} i}{2}-\frac{1}{2}\right) b}{3 a\left(\frac{\sqrt{\frac{27 a c^{2}+4 b^{3}}{a}}}{6 \sqrt{3} a}-\frac{c}{2 a}\right)^{\frac{1}{3}}}
$$

$A=r a n d o m \_m a t r i x(Q Q, 500) ; v=r a n d o m \_m a t r i x(Q Q, 500,1)$
time $\mathrm{x}=\mathrm{A} \backslash \mathrm{v}$
Time: CPU 1.69 s, Wall: 2.20 s
len(str(x[0]))
1486

## Sage is Better than Matlab at Fractions

## In Octave:

octave:1> format rat;
octave: $2>\mathrm{a}=[-86 / 17,40 / 29,-68 / 43,-20 / 11 ;-24 / 17,-1 / 38,-2 / 25,49 / 17]$
a =

| $-86 / 17$ | $40 / 29$ | $-68 / 43$ | $-20 / 11$ |
| :--- | :--- | ---: | ---: |
| $-24 / 17$ | $-1 / 38$ | $-2 / 25$ | $49 / 17$ |

octave: $3>$ rref(a)
ans $=$

| 1 | 0 | $155 / 2122$ | $-725 / 384$ |
| :--- | :--- | :--- | ---: |
| 0 | 1 | $-152 / 173$ | $-6553 / 795$ |

and in Matlab:
>> format rat;
$\gg \mathrm{a}=[-86 / 17,40 / 29,-68 / 43,-20 / 11 ;-24 / 17,-1 / 38,-2 / 25,49 / 17]$
$\mathrm{a}=$

$$
\begin{array}{rrrr}
-86 / 17 & 40 / 29 & -68 / 43 & -20 / 11 \\
-24 / 17 & -1 / 38 & -2 / 25 & 49 / 17
\end{array}
$$

>> rref(a)
ans $=$
10
$0 \quad 13 / 178 \quad-725 / 384$
$\begin{array}{llll}0 & 1 & -152 / 173 & -1426 / 173\end{array}$
The truth has little to do with either of the two different outputs above:
$a=\operatorname{matrix}(2,[-86 / 17,40 / 29,-68 / 43,-20 / 11, \quad-24 / 17,-1 / 38,-2 / 25,49 / 17])$
a.echelon_form()
$\begin{array}{rrrrr}{[ } & 1 & 0 & 306034 / 4189705 & -404710 / 214357] \\ {[ } & 0 & 1 & -18405604 / 20948525 & -30037214 / 3644069]\end{array}$
magma(a).EchelonForm()
evaluate

```
0 306034/4189705 -404710/214357]
1 -18405604/20948525 -30037214/3644069]
```


## Example: A Huge Integer Determinant

```
a = random_matrix( ZZ,200,x=-2^127,y=2^127)
time d = a.determinant()
len(str(d))
```

    Time: CPU 3.14 s , Wall: 4.25 s
    7786
    We can also copy this matrix over to Maple and compute the same determinant there...

```
a[0,0]
    -10495856349494057617178227541504239545
```

```
maple.with_package('LinearAlgebra')
```

maple.with_package('LinearAlgebra')
B = maple(a)
B = maple(a)
t = maple.cputime()
t = maple.cputime()
time c = B.Determinant()
time c = B.Determinant()
maple.cputime(t)

```
maple.cputime(t)
```

evaluate
21.969999999999999
$\mathrm{c}=\mathrm{d}$
True

This ability to easily move objects between math software is unique to Sage.

## Example: A Symbolic Expression

```
x = var('x')
f(x) = sin(3*x)*x+log(x) + 1/(x+1)^2
show(f)
```

$$
x \mapsto x \sin (3 x)+\log (x)+\frac{1}{(x+1)^{2}}
$$

Plotting functions has similar syntax to Mathematica:
show(f.integrate(x))

$$
x \mapsto \frac{\sin (3 x)-3 x \cos (3 x)}{9}+x \log (x)-\frac{1}{x+1}-x
$$

plot(f,(0.01,2), thickness=4) + text("Mathematica-style plotting in Sage", (1,-2), rgbcolor='black')


Sage also has 2d plotting that is almost identical to MATLAB:

```
import pylab as p
p.figure()
t = p.arange(0.01, 2.0, 0.01)
s = p.sin(2 * p.pi * t)
s = p.array([float(f(x)) for x in t])
p = p.plot(t, s, linewidth=4)
p.xlabel('time (s)'); p.ylabel('voltage (mV)')
p.title('Matlab-style plotting in Sage')
p.grid(True)
p.savefig('sage.png')
```


fast_float_yields super-fast evaluation of Sage symbolic expressions -- e.g., here it is 10 times faster than native Python!

```
f(x,y,z) = sin(3*x)*x + log(x) + 1/(1+x)^2
```

```
g = f._fast_float_(x,y,z)
timeit('g(4.5r,3.2r,5.7r)')
    6 2 5 ~ l o o p s , ~ b e s t ~ o f ~ 3 : ~ 5 7 4 ~ n s ~ p e r ~ l o o p
```

```
%python
import math
def g(x): return math.sin(3*x)*x + log(x) + 1/(1+x)**2
```

timeit('g(4.5r)')
625 loops, best of $3: 6.93 \mu$ s per loop

## Example: Interactive Image Compression

This illustrates pylab (matplotlib + numpy), Sage plotting, html output, and @interact.

```
# first just play
import pylab
A = pylab.imread(DATA + 'emoryimage.png')
graphics_array([matrix_plot(A), matrix_plot(1-A[0:,0:,2])]).show(figsize=[10,4])
```



$$
\mathrm{A}[0,0,]
$$

$$
\text { array ([ } 0.76862746,0.89803922, \quad 0.96470588,1 . \quad] \text {, }
$$

dtype=float32)

## import pylab

A_image = pylab.mean(pylab.imread(DATA + 'emoryimage.png'), 2) @interact
def svd_image(i=(20,(1..100)), display_axes=True):
u,s,v $=$ pylab.linalg.svd(A_image)
A $\quad=\operatorname{sum}(s[j] * p y l a b$.outer (u[0:,j], $v[j, 0:])$ for $j$ in range(i))
$\mathrm{g}=\mathrm{graphics}$ _array([matrix_plot(A),matrix_plot(A_image)])
show(g, axes=display_axes, figsize=(8,3))
html('<h2>Compressed using \%s eigenvalues</h2>'\%i)


## Compressed using 14 eigenvalues



## import pylab

```
A_image = pylab.mean(pylab.imread(DATA + 'emoryimage.png'), 2)
@interact
def svd_image(i=(20,(1..100)), display_axes=True):
    u,s,v = pylab.linalg.svd(A_image)
    A = sum(s[j]*pylab.outer(u[0:,j], v[j,0:]) for j in range(i))
    g = graphics_array([matrix_plot(A),matrix_plot(A_image)])
    show(g, axes=display_axes, figsize=(8,3))
    html('<h2>Compressed using %s eigenvalues</h2>'%i)
```



## import pylab

```
A_image = pylab.mean(pylab.imread(DATA + 'emoryimage.png'), 2)
@interact
def svd_image(i=(20,(1..100)), display_axes=True):
    u,s,v = pylab.linalg.svd(A_image)
    A = sum(s[j]*pylab.outer(u[0:,j], v[j,0:]) for j in range(i))
    g = graphics_array([matrix_plot(A),matrix_plot(A_image)])
    show(g, axes=display_axes, figsize=(8,3))
    html('<h2>Compressed using %s eigenvalues</h2>'%i)
```



## Compressed using 45 eigenvalues



## import pylab

A_image = pylab.mean(pylab.imread(DATA + 'emoryimage.png'), 2)
@interact
def svd_image(i=(20,(1..100)), display_axes=True):
$\mathrm{u}, \mathrm{s}, \mathrm{v}=$ pylab.linalg.svd(A_image)
A $\quad=\operatorname{sum}(s[j] * p y l a b$.outer(u[0:,j], $v[j, 0:])$ for $j$ in range(i))
$\mathrm{g}=$ graphics_array([matrix_plot(A), matrix_plot(A_image)])
show (g, axes=display_axes, figsize=(8,3))
html('<h2>Compressed using os eigenvalues</h2>'\%i)

display_axes

## Compressed using 65 eigenvalues



## import pylab

```
A_image = pylab.mean(pylab.imread(DATA + 'emoryimage.png'), 2)
@interact
def svd_image(i=(20,(1..100)), display_axes=True):
    u,s,v = pylab.linalg.svd(A_image)
    A = sum(s[j]*pylab.outer(u[0:,j], v[j,0:]) for j in range(i))
    g = graphics_array([matrix_plot(A),matrix_plot(A_image)])
    show(g, axes=display_axes, figsize=(8,3))
    html('<h2>Compressed using %s eigenvalues</h2>'%i)
```


display_axes $\downarrow$

## Compressed using 90 eigenvalues



## 3d Plots

```
var('x y')
plot3d( 4*x*exp(-x^2-y^2), (x,-2,2), (y,-2,2) )
evaluate
```


( sphere ( $(0,0,0)$, opacity $=0.7)+\operatorname{sphere}((0,1,0)$, color='red', opacity=0.5)

+ icosahedron((1,1,0), color='green') )


```
L = []
```

@interact
def random_list(number_of_points=(10..50), dots=True):
$\mathrm{n}=$ normalvariate
global L
if len(L) ! = number_of_points:
$\mathrm{L}=[(\mathrm{n}(0,1), \mathrm{n}(0, \overline{1}), \mathrm{n}(0,1))$ for i in range(number_of_points)]
$\mathrm{G}=$ list_plot3d(L,interpolation_type='nn', texture=Color('\#ff7500'), num_points=120)
if dots: G += point3d(L)
G.show()


```
# implicit_plot3d -- not yet released
# (see http://trac.sagemath.org/sage_trac/ticket/5249)!!
var('x,y,z')
T = RDF(golden_ratio)
p = (2 - ( cos(x + T* y) + cos(x - T*y) + cos(y + T*z)
    + cos(Y - T*z) + cos(z - T*x) + cos(z + T*x)))
r = 4.77
implicit_plot3d(p, (-r, r), (-r,r), (-r, r), plot_points=40)
```

evaluate


3d plotting (using jmol) is fast even though it does not use Java3d or OpenGL or require any special signed code or drivers.

```
# Yoda! -- over 50,000 triangles.
from scipy import io
X = io.loadmat(DATA + 'yodapose.mat')
from sage.plot.plot3d.index_face_set import IndexFaceSet
V = X['V']; F3=X['F3']-1; F4=X['F4']-1
Y = IndexFaceSet(F3,V,color='green') + IndexFaceSet(F4,V,color='green')
Y = Y.rotateX(-1)
Y.show(aspect_ratio=[1,1,1], frame=False, figsize=4)
html('"Use the source, Luke..."')
```

"Use the source, Luke..."


## Cython: Sage's Compiler

```
to sage-support
date Sat, Jan 31, 2009 at 11:15 AM
Hi,
I received first a MemoryError, and later on Sage reported:
uitkomst1=[]
uitkomst2=[]
eind=int((10^9+2)/(2*sqrt(3)))
print eind
for }\textrm{y}\mathrm{ in srange(1,eind):
    test1=is_square( 3*y* 2+1,True)
    test2=is_square(48*y^2+1,True)
    if test1[0] and test1[1]%3==2: uitkomst1.append((y,(2*test1[1]-1)/3))
    if test2[0] and test2[1]%3==1: uitkomst2.append((y,(2*test2[1]+1)/3))
print uitkomst1
een=sum([3*x-1 for (y,x) in uitkomst1 if 3*x-1<10^9])
print uitkomst2
twee=sum([3*x+1 for (y,x) in uitkomst2 if 3*x+1<10^9])
print een+twee
If you replace 10^9 with 10^6, the above listing works properly.
Maybe I made a mistake?
Rolandb
```

```
def f_python(n):
    uitkomst1=[]
    uitkomst2=[]
    eind=int((n+2)/(2*sqrt(3)))
    print eind
    for y in (1..eind):
        test1=is_square( }3*\mp@subsup{\textrm{y}}{}{\wedge}2+1,True
        test2=is_square(48*y^2+1,True)
        if test1[0] and test1[1]%3==2:
            uitkomst1.append((y,(2*test1[1]-1)/3))
            if test2[0] and test2[1]%3==1:
                uitkomst2.append((y,(2*test2[1]+1)/3))
    print uitkomst1
    een=sum(3*x-1 for (y,x) in uitkomst1 if 3*x-1<10^9)
    print uitkomst2
    twee=sum(3*x+1 for (y,x) in uitkomst2 if 3*x+1<10^9)
    print een+twee
```

```
time f_python(10^5)
    28868
    [(1, 1), (15, 17), (209, 241), (2911, 3361)]
    [(1, 5), (14, 65), (195, 901), (2716, 12545)]
    51408
    Time: CPU 0.72 s, Wall: 0.77 s
```

```
time f_python(10^6)
```

evaluate
288675
$[(1,1),(15,17),(209,241),(2911,3361),(40545,46817)]$
$[(1,5),(14,65),(195,901),(2716,12545),(37829,174725)]$ 716034
Time: CPU 7.14 s, Wall: 7.65 s

While waiting to see if f_python( $10^{\wedge 9)}$ would finish, I decided to try the Cython compiler. I declared a few data types, put \%cython at the top of the cell, and wham, it got over 200 times faster.

```
%cython
from sage.all import is_square
cdef extern from "math.h":
    long double sqrtl(long double)
def f(n):
    uitkomst1=[]
    uitkomst2=[]
    cdef long long eind=int((n+2)/(2*sqrt(3)))
    cdef long long y, t
    print eind
    for y in range(1,eind):
        t = <long long>sqrtl(<long long> (3*y*y + 1))
        if t * t == 3*y*y + 1:
            uitkomst1.append((y, (2*t-1)/3))
        t = <long long>sqrtl(<long long> (48*y*y + 1))
        if t * t == 48*y*y + 1:
            uitkomst2.append((y, (2*t+1)/3))
    print uitkomst1
    een=sum([3*x-1 for (y,x) in uitkomst1 if 3*x-1<10^9])
    print uitkomst2
    twee=sum([3*x+1 for (y,x) in uitkomst2 if 3*x+1<10^9])
    print een+twee
```

```
time f(10^5)
    28868
    [(1L, 1L), (4L, 4L), (15L, 17L), (56L, 64L), (209L, 241L), (780L, 900L),
    (2911L, 3361L), (10864L, 12544L)]
    [(1L, 5L), (14L, 65L), (195L, 901L), (2716L, 12545L)]
    2
    Time: CPU 0.00 s, Wall: 0.00 s
time f(10^6)
    288675
    [(1L, 1L), (4L, 4L), (15L, 17L), (56L, 64L), (209L, 241L), (780L, 900L),
    (2911L, 3361L), (10864L, 12544L), (40545L, 46817L), (151316L, 174724L)]
    [(1L, 5L), (14L, 65L), (195L, 901L), (2716L, 12545L), (37829L, 174725L)]
2
Time: CPU 0.03 s, Wall: 0.03 s
```

```
time f(10^9)
```

time f(10^9)
288675135
[(1L, 1L), (4L, 4L), (15L, 17L), (56L, 64L), (209L, 241L), (780L, 900L),
(2911L, 3361L), (10864L, 12544L), (40545L, 46817L), (151316L, 174724L),
(564719L, 652081L), (2107560L, 2433600L), (7865521L, 9082321L),
(29354524L, 33895684L), (109552575L, 126500417L)]
[(1L, 5L), (14L, 65L), (195L, 901L), (2716L, 12545L), (37829L, 174725L),
(526890L, 2433601L), (7338631L, 33895685L), (102213944L, 472105985L)]
2
Time: CPU 25.60 s, Wall: 26.50 s

```

\subsection*{7.14/0.03}
```

238.000000000000

```
```

238.000000000000

```

This is not a contrived example. This is a real world example that came up last weekend. For C-style computations, Sage (via Cython) is as fast as C.

\section*{Numerical Matrix Algebra}
```

a = random_matrix(RDF, 3); show(a)

```

```

show(a.eigenvalues())
[0.961673429437, -0.4808854176, -1.20066550728]
a = random_matrix(RDF, 1000)
time v = a.eigenvalues()
Time: CPU 5.63 s, Wall: 7.68 s
show(points(v), axes=False, aspect_ratio=1, figsize=4)

```

```

a = random_matrix(RDF, 200) \# read doubles in [-1,1]
G = graphics_array([matrix_plot(a^i) for i in [-3,-2,-1,1,2,3]], 2, 3)
show(G, axes=False)

```
evaluate


Part 2:An Extended Example from Computational Number Theory

\section*{The Birch and Swinnerton-Dyer Conjecture}


\section*{Nonsingular Plane Curves}

A nonsingular plane algebraic curve is the set of solutions to a (nonsingular) polynomial:
\[
F(X, Y)=0
\]

A rational point is \((x, y) \in \mathbf{Q} \times \mathbf{Q}\) such that \(F(x, y)=0\).
- Ancient Theorem: A curve of degree \(\leq 2\) has no rational points ( \(x^{2}+y^{2}=-1\) ) or infinitely many rational points \(\left(x^{2}+y^{2}=1\right)\), and there is a way to decide which and enumerate all solutions.
- Faltings Theorem (1985): A curve of degree \(\geq 4\) has finitely many rational points.
- Birch and Swinnerton-Dyer Conjecture (1960s): A curve of degree 3 has either finitely many rational points \(\left(x^{3}+y^{3}=1\right)\) or infinitely many rational points \(y^{2}+y=x^{3}-x\). The BSD Conjecture provides a way to decide which and enumerate all solutions.

\section*{Rational Points on Plane Curves}
```

@interact
def f(F = ('F(x,y) = ', 'Y*(y+1) - x*(x-1)*(x+1)'), max_den=(5..100)):
R.}\langle\textrm{X},\textrm{Y}>=\textrm{QQ[]
try: F = R(F.lower())
except: print "Enter a polynomial with rational coefficients."; return
g = F._fast_float_()
show(implicit_plot(F, (x,-5,5), (y,-5,5), plot_points=200) +
points([(a/d,b/d) for a in [-5..5] for b in [-5..5] for d in [1..max_den]
if g(a/d,b/d) == 0], pointsize=40))

```
\(F(x, y)=y^{*}(y+1)-x^{*}(x-1)^{*}(x+1)\)
max_den


\section*{The Congruent Number Problem}

Definition: An integer \(n\) is a congruent number if \(n\) is the area of a right triangle with rational side lengths.
Open Problem: Give an algorithm to decide whether or not an integer \(n\) is a congruent number.
This is a 1000-year old open problem, perhaps the oldest open problem in mathematics.
```

T = line([(0,0), (3,0), (3,4), (0,0)],rgbcolor='black',thickness=2)
lbl = text("3",(1.5,-.5),fontsize=28) + text("4",(3.2,1.5),fontsize=28)
lbl += text("5",(1.5,2.5),fontsize=28)
lbl += text("Area $n = 6$", (2.1,1.2), fontsize=28, rgbcolor='red')
show(T+lbl, axes=False)

```


\section*{Congruent Numbers and the BSD Conjecture}

Theorem: A proof of the Birch and Swinnerton-Dyer Conjecture would also solve the congruent number problem.

Proof: Suppose \(n\) is a positive integer. Consider the cubic curve \(y^{2}=x^{3}-n^{2} x\). Using algebra (see next slide), one sees that this cubic curve has infinitely many rational points if and only if there are rationals \(a, b, c\) such that \(n=a b / 2\) and \(a^{2}+b^{2}=c^{2}\). The Birch and Swinnerton-Dyer conjecture gives an algorithm to decide whether or not any cubic curve has infinitely many solutions.

\section*{Explicit Bijection}

In fact, there is a bijection between
\[
A=\left\{(a, b, c) \in \mathbf{Q}^{3}: \frac{a b}{2}=n, a^{2}+b^{2}=c^{2}\right\}
\]
and
\[
B=\left\{(x, y) \in \mathbf{Q}^{2}: y^{2}=x^{3}-n^{2} x, \text { with } y \neq 0\right\}
\]
given explicitly by the maps
\[
f(a, b, c)=\left(-\frac{n b}{a+c}, \frac{2 n^{2}}{a+c}\right)
\]
and
\[
g(x, y)=\left(\frac{n^{2}-x^{2}}{y},-\frac{2 x n}{y}, \frac{n^{2}+x^{2}}{y}\right)
\]

\section*{5 is a Congruent Number}
```

n = 5; x,y = var('x,y')
C = EllipticCurve(y^2 == x^3 - n^2 * x); C

```
    Elliptic Curve defined by \(\mathrm{y}^{\wedge} 2\) = \(\mathrm{x}^{\wedge} 3\) - 25*x over Rational Field
```

show(C.plot(), figsize=4)

```

```

P = C.gens()[0]
print P
print "order of P = ", P.order()
(-4 : 6 : 1)
order of P = +Infinity

```
\((-62279 / 1728)^{\wedge} 2==(1681 / 144)^{\wedge} 3-25 *(1681 / 144)\)
evaluate
    True

\section*{1 is Not a Congruent Number}
```

n = 1
x,y = var('x,y')
C = EllipticCurve( y^2 == x^3 - n^2 * x)
C

```

Elliptic Curve defined by \(\mathrm{y}^{\wedge} 2=\mathrm{x}^{\wedge} 3-\mathrm{x}\) over Rational Field
C.gens ()
[ ]

\section*{Finding Explicit Rational Right Triangles}
```

@interact
def _(n=2009, triangles=(1..10)):
x,y = var('x,y')
C = EllipticCurve( ( }\mp@subsup{}{}{\wedge}2== x^3 - n^2*x
G = C.gens()
html("rank = %s\n\n"%len(G))
if len(G) == 0: print "%s is not a congruent number"on; return
def g(x,y,n): return (( n^2-x^2)/y, -2*x*n/y, ( n^ 2+x^2)/y)
P = G[0]
for i in [1..triangles]:
a,b,c = g((i*P)[0], (i*P)[1], n)
html("a=%s, b=%s, c=%s\n"%(a,b,c))

```
    n 2009
triangles
rank \(=2\)
\(\mathrm{a}=280 / 3, \mathrm{~b}=861 / 20, \mathrm{c}=6167 / 60\)
\(a=-3526873 / 105720, b=-8669040 / 71977, c=950998057921 / 7609408440\)

\section*{The \(L\)-function}

Let \(C\) be a cubic curve (+ a technical condition I'm not mentioning). For each prime number \(p\), let \(N_{p}\) be the number of solutions to the cubic modulo \(p\).

Definition: For any cubic curve \(C\), let \(a_{p}=p-N_{p}\).
Theorem (Hasse): \(\left|a_{p}\right|<2 \sqrt{p}\).
Theorem (Wiles et al.): The function
\[
L(C, s)=\prod_{p}\left(\frac{1}{1-a_{p} p^{-s}+p^{1-2 s}}\right)
\]
extends to an entire complex-analytic function on \(\mathbf{C}\).
```

L = EllipticCurve([-2009^2,0])._pari_().elllseries
show(line([(i,L(i)) for i in [0,0.03,..,2]]), figsize=[7,1.5], ymax=10)

```


\section*{The Birch and Swinnerton-Dyer Conjecture}

Heuristic Observation: If \(C\) has infinitely many rational points, then the numbers \(N_{p}\) will tend to be "large". Since \(L(C, 1) "=" \prod_{p} \frac{p}{N_{p}}\), the number \(L(C, 1)\) will tend to be small.

Theorem (Mordell): There is a finite set \(P_{1}, \ldots, P_{r}\) of rational points on \(C\) so that all (non-torsion) rational points can be generated from these using a simple geometric process (chords and tangents).

We call the smallest \(r\) in Mordell's theorem the rank of \(C\).
Conjecture (Birch and Swinnerton-Dyer):
\[
\operatorname{ord}_{s=1} L(C, s)=\operatorname{rank}(C)
\]

This problem, exactly as stated, is the Clay Math Institute Million Dollar prize problem in number theory. We proved above that its solution would also resolve the 1000 -year old congruent number problem.

\section*{Examples of the BSD Conjecture}
```

@interact
def _(n=2009):
x,y = var('x,y')
C = EllipticCurve(y^2 == x^3 - n^2*x)
show(C)
print "rank = ", C.rank(), "\n"
L = C.lseries()
print "L-series = ", L.taylor_series(1,53, 4)

```
n 2009
\[
y^{2}=x^{3}-4036081 x
\]
rank \(=2\)
L-series \(=3.56988714561815 \mathrm{e}-24+(-1.08215677130278 \mathrm{e}-23) * z+\) \(8.21552435757629 * z^{\wedge} 2-24.9041074709231 * z^{\wedge} 3+O\left(z^{\wedge} 4\right)\)

\section*{The Kolyvagin -- Gross-Zagier Theorem}

Theorem: If \(\operatorname{ord}_{s=1} L(C, s) \leq 1\) then the Birch and Swinnerton-Dyer conjecture is true for \(C\).

The proof involves Heegner points, modular curves, Euler systems and Galois cohomology.


\section*{My Current Research}
- Study the mathematical structures (Heegner points, modular curves, Euler systems, etc.) that appear in the proof of the Kolyvagin-GrossZagier theorem in order to understand how to generalize anything to cubic curves with \(\operatorname{ord}_{s=1} L(C, s) \geq 2\).
- This involves a combination of technical theory and explicit machine computation.```


[^0]:    Microsoft
    Research

